Displacement/strain measurements using an optical microscope and digital image correlation
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Abstract. We conduct displacement/strain measurements on the microscale using light microscopy and digital image correlation (DIC). Errors in the measurements attributed to the optical arrangement and aberration induced at high magnification are identified using a warping function. Coefficients of the warping function are determined using a simple technique that employs a precisely made orthogonal cross-grating plate. By acquiring images of the grating and identifying the nodes using subpixel techniques, a relationship between the object and the image planes is established. Thus, the displacement/strain derived by means of DIC is corrected by converting the displacement components in the image plane to the coordinate system existing on the object’s surface. The approach is validated through a determination of the elastic properties of common metals; errors in estimation of the elastic modulus were within 4%. Although surface preparation generally plays a critical role in successful application of DIC, it is found to be of minimal importance under high magnification. Instead, the natural surface texture can be used with adjustment of the light incident angle. Results of the study show that DIC is a powerful tool in performing displacement/strain measurements on the microscale using a light microscope provided that an adequate correction is employed for image distortion. © 2006 Society of Photo-Optical Instrumentation Engineers. [DOI: 10.1117/1.2182108]
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1 Introduction

With the progressive reductions in the size of engineering components, there is a growing interest in measuring the structural behavior of objects on the microscopic scale. Digital image correlation (DIC) has proven to be a powerful noncontact optical method for displacement/strain measurements, and has been applied on both the meso- and macroscales (see, e.g., Refs. 1–5). Displacement/strain measurements using DIC on the microscale, however, pose new challenges.

In traditional applications of DIC on the macroscale, the object and image planes are considered to be linearly proportional. Consequently, all rays of light from a point in the object plane converge to the same point in the image plane, forming a clear image. If the object-to-image ratios in the two orthogonal directions are determined, the displacement/strain can be derived directly from the pixel locations of the corresponding points. However, if the object is close to the lens, or observations are conducted under higher magnification, there is an increasing potential for nonuniform distortion of the image.

The magnification range available from zoom lenses for common camera systems is largely tied to cost. A microscope is often the best option (and most affordable) for high-magnification (e.g., >25×) imaging systems. However, optical aberration is an important concern in imaging systems using a light microscope, especially for quantitative measurements. The camera model and camera model parameters play a key role in measurement accuracy and the extent of aberration. A pinhole camera model is typically adopted, which assumes the object geometry is proportional to what is displayed on the image plane. However, due to additional radial aberrations caused by the lens, there is distortion between the image and object. Such distortions have been examined and defined as pillow distortion, barrel distortion, shear distortion, and perspective distortion. When DIC is applied at the macroscale, lens aberration can be neglected because the distortion is so minor that it does not cause appreciable errors. However, in applications requiring high magnification, the aberration becomes significant and it must be removed to ensure measurement accuracy. As a result, very few applications of DIC have been reported that are based on use of a microscopic imaging system.

Schreier et al. recently introduced a two-step calibration procedure to remove errors caused by lens aberration in 3-D displacement/deformation measurements using a microscope. The method incorporates a flat plate with a speckled surface that was displaced in two orthogonal directions over a series of steps to determine a warping function. Then the target was oriented differently to calibrate pinhole parameters for the imaging system using a bundle-adjustment technique. While the proposed approach enables an accurate calibration of a microscope system, it is quite complex and may be perceived as an obstacle to those wishing to adopt use of an optical microscope for micro-DIC.

This paper explores the feasibility of applying DIC for
displacement/strain measurements using a light microscope and a simple calibration procedure that incorporates a fine-pitched orthogonal cross-grating plate. A third-order polynomial warping function was constructed to describe the distortion errors in which the coefficients were determined by comparing node locations of the standard cross-grating plate with node locations in acquired images. The aberration distribution of a standard light microscope was evaluated using this approach. The calibration process is described in detail, including a validation of the approach from a series of tension experiments with common materials. In addition, important issues in applying DIC on the microscope are discussed, including surface preparation and illumination.

2 Methodology

2.1 Lens Aberration and Calibration

Lens aberration can cause distortion between the image plane and the object plane. To describe the relationship between these planes, coordinate systems are introduced for the object and image planes. The former lies on the object surface with the z axis defined by the surface normal. The latter is defined with the x and y axes in the horizontal and vertical directions of the image plane, respectively. For simplicity, the axes in these two coordinate systems are arranged parallel to each other.

For light microscopes there are a group of lenses/prisms along the optical path, rather than a single lens, and each element contributes to the error on the image plane. To simplify the problem, these elements can be considered in total as a composite virtual lens. To calibrate a pinhole camera model, numerous parameters must be determined. These are generally divided into internal and external components of an imaging system.9 In applications of DIC, the camera model, numerous parameters must be determined. The quantities \( \delta_x \) and \( \delta_y \) represent the differences between the corresponding grating nodes in the virtual and actual images and are considered to be unique over the entire grating image. At each cross-grating node, two independent equations are generated according to Eq. (1). The number of the grating nodes evaluated in the image must provide a sufficient number of equations to solve for the 18 unique coefficients in the warping functions. A least-squares error approach can then be applied to derive the coefficients in the lens aberration model using the system of equations.

2.2 Digital Image Correlation with Lens Calibration

If two images are acquired before and after deformation, the displacement/strain distribution within the object’s surface can be analyzed by means of image correlation. Assuming one small area on the object surface centered at \((x_0, y_0)\) moves to a new position of \((x'_0, y'_0)\), the corresponding subset centered at \((x_i, y_i)\) in the image plane moves to \((x'_i, y'_i)\). Even though there are differences in light intensity distribution and geometry between the image and the object due to the aberration, the gray-scale distribution around 

\[
x_i = R_x[x_i - \delta_x(x_i, y_i)],
\]

\[
y_i = R_y[y_i - \delta_y(x_i, y_i)],
\]

(2)

where \( R_x \) and \( R_y \) are the magnification ratios in the \( x \) and \( y \) directions.

Aberration errors (\( \delta_x \) and \( \delta_y \)) in this paper were assessed using a precise cross-grating plate with fixed spatial frequency as a standard. Images of the grating were acquired with a microscopic imaging system at a constant magnification. The actual pixel locations of the grating nodes were then determined with subpixel precision by correlating the image with a simulated mathematical mask of the gray-scale distribution at the grid points. Recent studies have shown that lens aberration occurring at the central area of the image is generally very small.8 Thus, an undistorted image of the grid (without lens aberration) was regenerated by fitting the grating nodes near the image center. Then, the magnification ratios \( R_x \) and \( R_y \) were determined from the quotients of distances between two adjacent nodes in both object and image planes in the \( x \) and \( y \) directions, respectively. The quantities \( \delta_x \) and \( \delta_y \) represent the differences between the corresponding grating nodes in the virtual and actual images and are considered to be unique over the entire grating image. At each cross-grating node, two independent equations are generated according to Eq. (1). The number of the grating nodes evaluated in the image must provide a sufficient number of equations to solve for the 18 unique coefficients in the warping functions. A least-squares error approach can then be applied to derive the coefficients in the lens aberration model using the system of equations.
Note that the strains can be determined using Eq. (4) in either the image or the object coordinate system, since they have a linear relationship. If the lens aberration is taken into account, the coordinate systems between image and object no longer have a linear relationship. According to Eqs. (2) and (3), the displacement on the object surface can be determined according to

\[
\begin{align*}
\varepsilon_x &= \frac{\partial u}{\partial x} = \frac{(y'_{ix\Delta} - y_{ix\Delta}) - (y_{ix\Delta} - y_{ix\Delta\Delta})}{2\Delta}, \\
\varepsilon_y &= \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \\
&= \frac{(x'_{iy\Delta} - x_{iy\Delta}) + (y'_{iy\Delta} - y_{iy\Delta}) - (x_{iy\Delta} - x_{iy\Delta\Delta}) - (y_{iy\Delta} - y_{iy\Delta\Delta})}{2\Delta}.
\end{align*}
\]

(4)

Note that the strains can be determined using Eq. (4) in either the image or the object coordinate system, since they have a linear relationship. If the lens aberration is taken into account, the coordinate systems between image and object no longer have a linear relationship. According to Eqs. (2) and (3), the displacement on the object surface can be determined according to

\[
x_0' - x_0 = R_0[x_0 - x_0 - \delta_i(x_0',y_0') + \delta_i(x_0,y_0)],
\]

\[
y_0' - y_0 = R_0[y_0 - y_0 - \delta_y(x_0',y_0') + \delta_y(x_0,y_0)],
\]

where \(\delta_i\) and \(\delta_y\) are the aberrations obtained from lens calibration and described by Eq. (1). The realistic strain components at the object surface can be expressed using the displacement components obtained in image plane based on the preceding equations.

\[
\begin{align*}
\varepsilon_{x1} &= \frac{(x'_{ix\Delta} - x_{ix\Delta}) - (x_{ix\Delta} - x_{ix\Delta\Delta})}{(x_{ix\Delta} - x_{ix\Delta\Delta}) - [\delta_i(x_{ix\Delta},y_{ix\Delta}) - \delta_i(x_{ix\Delta},y_{ix\Delta\Delta})]} \\
&\quad - \left[\frac{\delta_i(x_{ix\Delta}',y_{ix\Delta}) - \delta_i(x_{ix\Delta}',y_{ix\Delta\Delta})}{(x_{ix\Delta} - x_{ix\Delta\Delta}) - [\delta_i(x_{ix\Delta},y_{ix\Delta}) - \delta_i(x_{ix\Delta},y_{ix\Delta\Delta})]} \right], \\
\varepsilon_{y1} &= \frac{(y'_{ix\Delta} - y_{ix\Delta}) - (y_{ix\Delta} - y_{ix\Delta\Delta})}{(y_{ix\Delta} - y_{ix\Delta\Delta}) - [(x_{iy\Delta},y_{iy\Delta}) - (x_{iy\Delta\Delta},y_{iy\Delta\Delta})]} \\
&\quad - \left[\frac{\delta_i(x_{iy\Delta}',y_{iy\Delta}) - \delta_i(x_{iy\Delta}',y_{iy\Delta\Delta})}{(y_{iy\Delta} - y_{iy\Delta\Delta}) - [(x_{iy\Delta},y_{iy\Delta}) - (x_{iy\Delta\Delta},y_{iy\Delta\Delta})]} \right], \\
\gamma_{xy} &= \frac{x'_{ix\Delta} - x_{ix\Delta}}{(x_{ix\Delta} - x_{ix\Delta\Delta}) - [\delta_i(x_{ix\Delta},y_{ix\Delta}) - \delta_i(x_{ix\Delta},y_{ix\Delta\Delta})]} \\
&\quad - \left[\frac{\delta_i(x_{iy\Delta}',y_{iy\Delta}) - \delta_i(x_{iy\Delta}',y_{iy\Delta\Delta})}{(x_{iy\Delta} - x_{iy\Delta\Delta}) - [\delta_i(x_{iy\Delta},y_{iy\Delta}) - \delta_i(x_{iy\Delta},y_{iy\Delta\Delta})]} \right], \\
&\quad + \left[\frac{\delta_i(x_{ix\Delta}',y_{ix\Delta}) - \delta_i(x_{ix\Delta}',y_{ix\Delta\Delta})}{(y_{ix\Delta} - y_{ix\Delta\Delta}) - [(x_{iy\Delta},y_{iy\Delta}) - (x_{iy\Delta\Delta},y_{iy\Delta\Delta})]} \right] \frac{y'_{ix\Delta} - y_{ix\Delta}}{(y_{ix\Delta} - y_{ix\Delta\Delta}) - [(x_{iy\Delta},y_{iy\Delta}) - (x_{iy\Delta\Delta},y_{iy\Delta\Delta})]} \\
&\quad - \left[\frac{\delta_i(x_{iy\Delta}',y_{iy\Delta}) - \delta_i(x_{iy\Delta}',y_{iy\Delta\Delta})}{(y_{iy\Delta} - y_{iy\Delta\Delta}) - [(x_{iy\Delta},y_{iy\Delta}) - (x_{iy\Delta\Delta},y_{iy\Delta\Delta})]} \right] \frac{y'_{iy\Delta} - y_{iy\Delta}}{(y_{iy\Delta} - y_{iy\Delta\Delta}) - [(x_{iy\Delta},y_{iy\Delta}) - (x_{iy\Delta\Delta},y_{iy\Delta\Delta})]} \frac{x'_{iy\Delta} - x_{iy\Delta}}{(x_{iy\Delta} - x_{iy\Delta\Delta}) - [\delta_i(x_{iy\Delta},y_{iy\Delta}) - \delta_i(x_{iy\Delta},y_{iy\Delta\Delta})]} \\
&\quad - \left[\frac{\delta_i(x_{ix\Delta}',y_{ix\Delta}) - \delta_i(x_{ix\Delta}',y_{ix\Delta\Delta})}{(x_{ix\Delta} - x_{ix\Delta\Delta}) - [\delta_i(x_{ix\Delta},y_{ix\Delta}) - \delta_i(x_{ix\Delta},y_{ix\Delta\Delta})]} \right] \frac{x'_{ix\Delta} - x_{ix\Delta}}{(x_{ix\Delta} - x_{ix\Delta\Delta}) - [\delta_i(x_{ix\Delta},y_{ix\Delta}) - \delta_i(x_{ix\Delta},y_{ix\Delta\Delta})]} \frac{y'_{ix\Delta} - y_{ix\Delta}}{(y_{ix\Delta} - y_{ix\Delta\Delta}) - [(x_{iy\Delta},y_{iy\Delta}) - (x_{iy\Delta\Delta},y_{iy\Delta\Delta})]} \\
&\quad - \left[\frac{\delta_i(x_{iy\Delta}',y_{iy\Delta}) - \delta_i(x_{iy\Delta}',y_{iy\Delta\Delta})}{(y_{iy\Delta} - y_{iy\Delta\Delta}) - [(x_{iy\Delta},y_{iy\Delta}) - (x_{iy\Delta\Delta},y_{iy\Delta\Delta})]} \right] \frac{y'_{iy\Delta} - y_{iy\Delta}}{(y_{iy\Delta} - y_{iy\Delta\Delta}) - [(x_{iy\Delta},y_{iy\Delta}) - (x_{iy\Delta\Delta},y_{iy\Delta\Delta})]} \frac{x'_{iy\Delta} - x_{iy\Delta}}{(x_{iy\Delta} - x_{iy\Delta\Delta}) - [\delta_i(x_{iy\Delta},y_{iy\Delta}) - \delta_i(x_{iy\Delta},y_{iy\Delta\Delta})]}.
\end{align*}
\]

(6)
an unexpanded He–Ne laser beam or a fiber optical illuminator. Translation of the plate was performed in increments of 0.025 mm along either the x or y directions and digital images were documented after every step of translation. The displacement field was evaluated using DIC and the virtual strains were computed according to Eq. (6). Errors in the measured displacements were then quantified with regard to the two methods of illumination.

A motorized miniature load frame was developed for the microtensile experiment, which can work in both load control and displacement control modes with a fine-tunable rate. The system has a load range of up to 100 N with load precision of 0.05%. The master computer controls both the load frame and imaging system to enable real-time data acquisition while also simultaneously sampling sequential images. The experimental setup for the microtensile experiment is shown in Fig. 3(a). The miniature load frame [Fig. 3(b)] was oriented such that the direction of elongation agrees with the x axis of the image plane. Compressive grips were used to clamp the tensile specimens, as shown in Fig. 3(c), and the specimens were loaded in displacement control mode at a rate of 0.4 mm/min. Sequential digital images were acquired from the onset of loading of 0.25 Hz and the load was sampled at 20 Hz. All sequential images
were taken at a constant magnification and an image of the cross-grating was taken after the tensile test to determine the magnification ratio. In addition, the surface topography of the tensile specimens was evaluated using a Zygo 3-D profilometer. The average surface roughness $R_a$, peak to valley height surface roughness $R_y$, and root mean square roughness $R_q$ were assessed at five random spots and then averaged for each material examined.

4 Results
The warping error distribution $(\delta_x, \delta_y)$ over the entire image is shown in Fig. 4. In particular, the warping error distribution in the $x$ and $y$ directions is shown in Figs. 4(a) and 4(b), respectively. The resultant error and a contour plot of the resultant error distribution are shown in Fig. 4(c) and 4(d), respectively. As expected, the error at the central area of the image is far less than that at the four corners. Although light microscopes are comprised of multiple optical elements, the aberration distribution is similar to that of a single lens. Interestingly, however, the error distribution in the two directions ($x$, and $y$) is quite different, based on the unique features of the microscope. The physical design of the stereo light microscope (Fig. 1) incorporates two independent light paths. When one video output is mounted to enable image acquisition from either of these two beams, there is an inclination angle between the light path and the surface normal of the specimen, which lies in the horizontal plane beneath the microscope. Consequently, the error distribution is not perfectly axisymmetric due to the misalignment.

In the experiments involving rigid body movement, images were obtained with either He–Ne laser or white light illumination. The images were processed using DIC and results of the analysis are listed in Table 1.

The sequential images of each tensile specimen were analyzed with an automatic DIC algorithm. The strain distribution was calculated according to Eq. (6) and the tensile stress was estimated from the load and the initial cross-sectional area of the specimens. The moduli of elasticity for the three materials were obtained from the experimental results and are listed in Table 2. The average elastic modulus for each metal estimated from the experimental results is in very good agreement with the values reported in standard handbooks.
5 Discussion

Experimental activities focused on calibration of the optical system and development of coefficients for the warping functions showed that the stereo microscope was subject to lens aberration and resulted in distortion errors. Thus, for loading conditions that invoke rigid body movement only, aberration errors could be interpreted as “virtual displacements” or “virtual strains” in the structure. Virtual strains were determined from the derivatives of aberration errors in the directions that invoke rigid body movement only, lens aberration and resulted in distortion errors. Thus, for a system and development of coefficients for the warping correction were larger than those in the \( x \) direction due to the \( y \) direction. This is consistent with the distortion analysis, as errors in the \( y \) direction are shown in Figs. 5(a) and 5(b), respectively. The resultant virtual strain and a contour map of the distribution are shown in Figs. 5(c) and 5(d), respectively. Similar to the aberration error distribution, the virtual strains at the center part of the image are minimal, while virtual strains at the periphery are much greater. In fact, the stereo microscope used in this study resulted in errors in the \( y \) direction as large as 200 microstrain in the corners of the image. The errors are due to the combined contribution of lens aberration and inclination of the optical path. As is evident in Fig. 5(d), there is a larger central area in the \( x \) direction with small virtual strains. The majority of error has resulted from optical path inclination with respect to the \( y \) axis. It is possible (and appropriate) to maximize the area with minimal aberration errors for in-plane displacement/strain measurement by simply adjusting the testing direction of the specimen. If a calibration is not performed the minimal error can be obtained from the central portion of the image.

Illumination is another concern in application of DIC for microscale measurements. The significance of illumination and light source was examined by comparing the displacement of an aluminum specimen illuminated using an expanded laser beam or white light from a fiber optic illuminator. Experimental results (Table 1) indicated that there were no appreciable differences with the illumination sources when the specimen surface is under planar rigid body movement up to 50 pixels of displacement. That corresponds to approximately 203 \( \mu \)m of displacement, since the increment of the translation is 25.4 \( \mu \)m. The surface contrast resulting from illumination with the laser beam was much higher than that by fiber optic illumination due to interference of the coherent light. However, the correlation coefficient derived from the laser illumination was not as high as that obtained when using white light and is likely attributed to instability in the laser intensity, either emitted from the He–Ne laser or transmitting along the optical path. Consistent with the distortion analysis, errors in the \( y \) direction were larger than those in the \( x \) direction due to the inclination angle of the binocular microscopic system. To minimize errors due to inclination, the specimen or microscope can be tilted so that the normal of the surface is aligned with the optical path of the video camera.

The Young’s moduli for the aluminum, brass, and stainless steel that resulted from experiments using micro-DIC were 72.5, 106.1, and 215.1 GPa, respectively (Table 2). The elastic modulus reported in handbooks (e.g., Ref. 12)
for the aluminum, brass, and stainless steel are 72, 110, and 200 GPa, respectively. According to Dowling,\textsuperscript{13} the coefficient of variation (COV) in experimental estimates for an elastic modulus, which is estimated from the ratio of the standard deviation and average value, is near 0.05. The COV for the aluminum and brass (Table 2) are both less than 0.05 and provide added confidence in the experimental approach; for stainless steel, the COV is greater than 0.075. Note that the specimen cross sections were measured using dial calipers and that slight measurement errors could contribute to systematic errors in estimations of Young’s modulus. It is important to use a precise measurement technique when conducting experiments on the mesoscale.

Surface preparation is generally regarded as an integral part of displacement/strain measurements using DIC. The speckled surface is the information carrier and a necessary component for image correlation. Traditional methods of surface preparation, which include application of fine powder\textsuperscript{8} or spraying paint\textsuperscript{11} onto the specimen surface, have proven to be effective. However, they are no longer applicable for microscale measurements; speckles resulting from spray paint or powder particles are exaggerated at high magnification and can cause focusing problems. The size of the speckles is of another concern in correlation. In addition, surfaces that are processed with fine sandpaper or that have been purposely scratched are not appropriate for

---

**Fig. 6** Speckle image of a tensile specimen without surface preparation under the light microscope.
DIC due to an over saturation of reflected light from the scratched edges. An example speckle image from an aluminum sheet without surface preparation is presented in Fig. 6. Fortunately, through adjustment of the angle of illumination the natural texture of the object surface appears granulated under illumination with a light microscope. The surface topography of the aluminum sheet is shown in Fig. 7 over an area of approximately 0.167 x 0.125 mm. Surface roughness parameters for the aluminum and stainless steel sheets used in the experiments are listed in Table 3. Although the sheet metals appeared quite smooth under the naked eye and to the touch, the microscopic surface irregularities provide an adequate texture for generation of a high-contrast speckle image. Thus, surfaces with small topographical variations are good enough to achieve high correlation.

6 Summary
This paper explored the feasibility of applying DIC for displacement/strain measurements on the microscale using a light microscope. A simple calibration procedure was introduced for removing image distortion attributed to the lenses and prisms of a light microscope. The process consisted of performing a calibration using a precision-machined cross-grating plate and development of warping functions that describe the error distribution. Similar to aberration errors resulting from a single lens, the largest aberration errors were located at the periphery of the digital images. Aberration errors resulted in distortion of the digital images and, in application of DIC, result in the appearance of “virtual displacements” or “virtual strains” in the structure. By performing a calibration using a precision cross-grating and development of warping functions to describe the distortion distribution, DIC can be applied for in-plane displacement/strain measurements. Although surface preparation is generally required for measurements of displacement or strain using DIC, the natural surface topography is sufficient for microscopic measurements using proper illumination of the surface. White light illumination should be used with an adjustment of the angle of incidence to generate a surface with a large range in gray-scale intensity. An unexpanded laser beam can also be applied to illuminate to produce a speckled surface with high contrast if stable laser illumination can be achieved.
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