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ABSTRACT

Remotely sensed hyperspectral imaging allows for the detailed anal-
ysis of the surface of the Earth using advanced imaging instruments
which can produce high-dimensional images with hundreds of spec-
tral bands. Supervised hyperspectral image classification is a diffi-
cult task due to the unbalance between the high dimensionality of the
data and the limited availability of labeled training samples in real
analysis scenarios. While the collection of labeled samples is gener-
ally difficult, expensive and time-consuming, unlabeled samples can
be generated in a much easier way. This observation has fostered the
idea of adopting semi-supervised learning (SSL) techniques in hy-
perspectral image classification. The main assumption of such tech-
niques is that the new (unlabeled) training samples can be obtained
from a (limited) set of available labeled samples without significant
effort/cost. In this work, we propose a new semi-supervised discrim-
inative random field (SSDRF) technique for spectral-spatial hyper-
spectral image classification. The proposed approach is validated
using a hyperspectral dataset collected using NASA’s Airborne Visi-
ble Infra-Red Imaging Spectrometer (AVIRIS) over the Indian Pines
region. The obtained results indicate that, by automatically generat-
ing unlabeled information, the proposed SSDRF algorithm exhibits
very good performance in terms of accuracies in comparison with
supervised algorithms. In terms of computational cost, the proposed
SSDRF algorithm self learns the classifier with the same complexity
as the supervised algorithm, and converges very efficiently.

Index Terms— Hyperspectral image classification, spectral-
spatial analysis, semi-supervised learning, discriminative random
field, loopy belief propagation (LBP).

1. INTRODUCTION

Remotely sensed hyperspectral image classification [1] takes advan-
tage of the detailed information contained in each pixel (vector) to
generate thematic maps from detailed spectral signatures. A rele-
vant challenge for supervised classification techniques is the limited
availability of labeled training sets, since their collection generally
involves expensive ground campaigns [2]. While the collection of la-
beled samples is generally difficult, expensive and time-consuming,
unlabeled samples can be generated in a much easier way. This ob-
servation has fostered the idea of adopting semi-supervised learning
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(SSL) techniques in which new (unlabeled) training samples can be
obtained from a (limited) set of available labeled samples without
significant effort/cost [3]. The area of SSL has experienced a sig-
nificant evolution in terms of the adopted models, which comprise
complex generative models [4–7], self-learning models [8,9], multi-
view learning models [10,11], transductive support vector machines
(SVMs) [12, 13], and graph-based methods [14]. A survey of SSL
algorithms is available in [15]. Most of these algorithms use some
type of regularization which encourages the fact that “similar” fea-
tures are associated to the same class. The effect of such regulariza-
tion is to push the boundaries between classes towards regions with
low data density [16], where the usual strategy adopted first asso-
ciates the vertices of a graph to the complete set of samples and then
builds the regularizer depending on variables defined on the vertices.
This trend has been successfully adopted in several remote sensing
image classification studies [2, 17–21].

In general, the computational complexity of SSL algorithms de-
pends on the number of labeled and unlabeled samples, such that it is
very difficult to use the whole observed image or even a large number
of unlabeled samples. Therefore, one of the main difficulties for SSL
is finding a trade-off between the computational complexity and the
number of unlabeled samples. With a reduced number of unlabeled
samples, convergence problem may be observed. Hence, it is im-
portant to use all available unlabeled samples without adding signifi-
cant computational cost in comparison with the supervised algorithm
which only uses the labeled information. In order to address this is-
sue, we introduce in this work a new semi-supervised Bayesian algo-
rithm for hyperspectral image classification which can learn from all
available (labeled and unlabeled) samples without significantly in-
creasing the computational cost with regards to supervised learning.
Our newly proposed method, called semi-supervised discriminative
random field (SSDRF), models the posterior class probability distri-
butions using multinomial logistic regression (MLR) [22,23], where
the regressors are efficiently inferred by a variable splitting and aug-
mented algorithm [24]. The spatial-contextual information in the
hyperspectral scene is modeled by a Markov random field (MRF)
multi-level logistic prior, which enforces neighboring pixels to be-
long to the same class.

The remainder of the paper is organized as follows. Section 2
formulates the considered problem and provides a supervised strat-
egy to address it. Section 3 first introduces the proposed SSDRF
algorithm. Section 4 describes an experimental evaluation of the
proposed integrated approach, conducted using a real hyperspectral
dataset respectively collected by AVIRIS over the Indian Pines re-
gion in NW Indiana. Comparisons with supervised techniques for
hyperspectral image classification are also given. Finally, section 5
concludes with some remarks and hints at plausible future research.



2. PROBLEM FORMULATION: SUPERVISED LEARNING

First of all, we define the notation that will be adopted throughout
the paper. Let K ≡ {1, . . . ,K} denote a set of K class labels;
let S ≡ {1, . . . , n} denote a set of integers indexing the n pixels
of a hyperspectral image; let x ≡ (x1, . . . ,xn) ∈ R

d×n denote
such hyperspectral image made up of d-dimensional feature vec-
tors; let y ≡ (y1, . . . , yn) denote an image of labels; let DL ≡
{(x1, y1), . . . , (xL, yL)} be the labeled set.

With these definitions in place, we now build the posterior den-
sity p(y|x) of the class labels y given the features x, which is the
engine for the class labels inference. We follow a discriminative
approach, i.e., we model the distribution p(y|x) directly instead of
the joint distribution p(y,x), which quite often implies simplistic
assumptions about the data generation mechanism. Furthermore,
because the discriminative models are less complex than the cor-
responding generative models, learning the former models yields of-
ten better results, in particularly when the training data are limited.
Specifically, we adopt the following model for our posterior den-
sity1:

p(y|x) =
1

Z(ω,x)
exp

⎛
⎝∑

i∈S
log p(yi|xi,ω) + μ

∑
(i,j)∈C

δ(yi − yj)

⎞
⎠ ,

(1)

where Z(ω,x) is the normalizing factor, also known as a partition
function:

Z(ω,x) =
∑
y

exp

⎛
⎝∑

i∈S
log p(yi|xi,ω) + μ

∑
(i,j)∈C

δ(yi − yj)

⎞
⎠ , (2)

where p(yi|xi,ω) denotes the MLR [22] with regression vector ω,
μ is a parameter controlling the degree of smoothness on the image
of labels, δ(y) is the unit impulse function2, and C is set of cliques3.
In the discriminative model (1), the term p(yi|xi,ω) is itself a dis-
criminative classifier, which gives the probability of label yi given
the feature vector xi, and the pairwise interaction term μ δ(yi − yj)
encodes spatial-contextual information by attaching higher probabil-
ity to equal neighboring labels than the other way around. Therefore,
the term μ δ(yi − yj) promotes piecewise smooth labelings, where
μ controls the degree of smoothness.

At this point, we note that the posterior (1) is a particular case
of a discriminative random field (DRF) [25] with association po-
tentials given by log p(yi|xi,ω) and interaction potentials given by
μ δ(yi−yj). The DRF is based on the concept of conditional random
field [26]. In a sense, it is a generalization of the Markov random
field (MRF) offering several advantages, namely: i) the relaxation of
conditional independence of the observed data, ii) the exploitation
of probabilistic discriminative models instead of generative MRFs,
and iii) the simultaneous estimation of all DRF parameters from the
training data unlike the MRF framework, where the class parameters
are usually estimated independently from the field parameters. In
our case, we are mainly exploiting properties ii) and iii). Concern-
ing property i), the association potential log p(yi|xi,ω) –which is
strongly linked with the conditional independence– yields an excel-
lent balance between model complexity and the quality of the results.

1To keep the notation simple, we use p(·) to denote both continuous den-
sities and discrete distributions of random variables. The meaning should be
clear from the context.

2i.e., δ(0) = 1 and δ(y) = 0, for y �= 0.
3A clique is a set of labels which are neighbors of each other.

2.1. Multinomial Logistic Regression (MLR)

The posterior densities p(yi|xi,ω) that appear in the association po-
tentials of (1) are modeled by an MLR [22], formally given by:

p(yi = k|xi,ω) =
exp(ω(k)Th(xi))∑K
k=1 exp(ω

(k)T h(xi))
, (3)

where ω = [ω(1)T , ...,ω(K−1)T ]T . Since the density in (3) does
not depend on translations of the regressors ω(k), we take ω(K) =
0. The term h(x) = [h1(x), ..., hl(x)]

T is a vector of l fixed func-
tions of the input, often termed features. In this paper, we use a
Gaussian Radial Basis Function (RBF) kernel given by K(x, z) =
exp(−‖x − z‖2/2σ2), which is widely used in hyperspectral im-
age classification problems [27]. In order to control the machine
complexity and its generalization capacity, we model ω as a random
vector with Laplacian density [23]:

p(ω) ∝ exp(−λ‖ω‖1), (4)

where λ is the regularization parameter controlling the degree of
sparsity of ω. In the present problem, under a supervised scenario,
learning the class density amounts to estimating the logistic regres-
sors ω, which can be done by computing the maximum a posterior
(MAP) estimate of ω:

ω̂ = argmax
ω

�(ω) + log p(ω), (5)

where �(ω) is the log-likelihood function over the labeled training
samples DL, for supervised learning, given by:

�(ω) ≡
L∑

i=1

log p(yi = k|xi,ω). (6)

Problem (5), although convex, it is difficult to compute because the
term of l(ω) is non-quadratic and the term log p(ω) is non-smooth.
In this work, we take advantage from the logistic regression via vari-
able splitting and augmented Lagrangian (LORSAL) algorithm [24],
which allows replacing a difficult non-smooth convex problem with
a sequence of quadratic plus diagonal l2-l1 problems very efficiently.

2.2. Maximum a posteriori marginal (MPM) labeling

The MPM estimate minimizes the Bayesian risk associated to the
sitewise zero-one loss function. As in the previous section, suppose
we are given the estimates ω̂ and μ̂ of ω and μ, respectively. The
marginal estimate for xi with respect to class k is given by:

ŷ
(k)
i = q(yi = k|x, ω̂, μ̂); i ∈ S (7)

where p(yi|x) is the marginal density of p(y|x) with respect to xi.
Therefore, the MPM estimate is:

ŷi = argmax
yi

q(yi|x, ω̂, μ̂); i ∈ S (8)

Finding a MPM solution for (8) is a combinatorial task, and thus
very hard to solve exactly. In this work, we use the belief propa-
gation (BP) algorithm to estimate the MPM solution, where BP is
an efficient inference approach to estimate Bayesian beliefs [28] in
graphical models.



3. PROPOSED SEMI-SUPERVISED APPROACH

In this section we revisit the SSDRF algorithm for hyperspectral
classification. Since our approach is semi-supervised, we learn the
classifier from the labeled data (usually a set of small size) and from
the unlabeled data, which is usually a larger set. In contrast with this
general scenario, in this work we use the whole image for SSL. Also
in contrast with conventional SSL algorithms, in which the com-
putational complexity generally depends on the size of the labeled
and unlabeled training sets [18, 20], the proposed algorithm learns
the classifier without too much additional cost with regards to the
supervised case. In the following, we introduce the detailed algo-
rithm exhibiting these advantages. A usual way to do inference with
unobserved data is the expectation maximization (EM) algorithm,
an iterative scheme that computes in each iteration the so-called
E-step (for mean value) and the M-step (for maximization). In the
present context, the E-step and M-step of this algorithm are given by:

E-step:
Q(ω|ω̂t) ≡ E[

∑
i∈S

log q(yi|x,ω)|ω̂t], (9)

M-step:
ω̂t+1 ≡ argmaxQ(ω|ω̂t), (10)

where the E-step computes the mean value of the posterior density
given by expression (1) and the M-step estimates the logistic regres-
sors by maximizing the objective function (9). By adopting the DRF
model, we explicitly include the spatial information and unlabeled
information. Next, we describe these steps in more detail.

3.1. E-step

From (1) and (4), we can obtain the posterior marginal as

q(yi|x,ω) =
1

Z(ω,xi)
p(yi|xi,ω)p(ω)c(y) (11)

where term c(y) is independent from x and ω, and p(ω) is give by
(4) which only depends on ω. We then have the E-step:

Q(ω|ω̂t) ≡ −E[logZ(ω,x)|ω̂t] (12)

+E[
∑
i∈S

log p(yi|xi,ω)|ω̂t] (13)

+ log p(ω) + log c(y). (14)

Let the following expression:

�(ω) =
∑
i∈S

log p(yi|xi,ω) (15)

be the loglikelihood function (see Eq. (13)). Notice that, for su-
pervised learning, the learning process only uses the labeled set DL

[see (6]. In turn, for SSL the learning process uses the whole image
x [see (15)]. Let ϕ(ω) = logZ(ω,x) be the logarithm of the par-
tition function [see (12)]. With these assumptions in mind, the cost
function of the E-step can be defined as:

Q(ω|ω̂t) ≡ −ϕ(ω|ω̂t) + �(ω|ω̂t) + log p(ω). (16)

3.2. M-step

For the present problem, the M-step amounts to maximize objec-
tive function (16) which is, although convex, difficult to compute
because the terms �(ω) and ϕ(ω) are non-quadratic and the term

log p(ω) is non-smooth. In this work, following the previous work
[22,23], we first approximate the loglikelihood function and partition
function by quadratic functions. However, the problem is still diffi-
cult as the term log p(ω) is non-smooth. Recently, this type of l2−l1
optimization problems have been efficiently solved by the variable
splitting and augmented Lagrangian algorithms, which allow replac-
ing a difficult complexity non-smooth convex problem with a se-
quence of quadratic plus diagonal l2 − l1 problems [24, 29, 30]. In
this work, we use an algorithm of this kind to learn the regressors.

3.3. Semi-supervised Discriminative Random Field (SSDRF)

This subsection presents the proposed SSDRF algorithm, which is
described in the form of a pseudo-code in Algorithm 1. In line 3
of Algorithm 1 the posterior marginals are estimated by the BP al-
gorithm, which simultaneously includes both the spectral informa-
tion given by the MLR model and the spatial-contextual information
given by the MRF model which enforces neighboring pixels to the
same class with regularization parameter μ controlling the degree of
smoothness. In line 4, we learn the regressors by the proposed EM
algorithm which exploits the available unlabeled information in the
observed image. Notice that, as can be observed from the loglike-
lihood function (15), the logistic regressors ω remain of the same
size as obtained from the supervised algorithm, which only uses the
labeled information. This is important as we can learn the regressors
from the whole image without paying too much additional computa-
tional cost. Finally, we have empirically demonstrated that the pro-
posed SSDRF algorithm converges very fast (less than 20 iterations).

Algorithm 1 Semi-supervised Discriminative Random Field (SS-
DRF)
Require: x, DL, ω0, μ, γ, λ

1: ω̂ := ω0

2: repeat
3: ŷ := BP(DL,x, ω̂, μ)
4: ω̂ := EM(x, ŷ, γ, λ)
5: until convergence

4. EXPERIMENTAL RESULTS

In this section, we evaluate the proposed SSDRF algorithm using a
real hyperspectral dataset collected by the AVIRIS sensor over the
Indian Pines region in NW Indiana4. This scene, with a size of 145
lines by 145 samples, was acquired over a mixed agricultural/forest
area, early in the growing season. The scene comprises 202 spec-
tral channels in the wavelength range from 0.4 to 2.5 μm, nominal
spectral resolution of 10 nm, moderate spatial resolution of 20 me-
ters by pixel, and 16-bit radiometric resolution. The ground-truth
map available for the scene has 16 mutually exclusive ground-truth
classes (in total, l = 10366 labeled samples).

Table 1 illustrates the obtained classification results as a function
of the number of labeled samples. It is noticeable that the proposed
SSDRF algorithm obtained very good results in terms of accuracies,
in particular when a limited number of labeled samples were avail-
able. For illustrative purpose, Fig. 1 shows the obtained classifica-
tion maps obtained using l = 310 labeled samples. Effective results
can be observed from these maps despite the limited training infor-
mation used for classification purposes.

4Available online: http://dynamo.ecn.purdue.edu/biehl/MultiSpec



Table 1. Overall accuracy (OA), average accuracy (AA) and kappa statistic (κ) (OA/AA/κ, [%]) as a function of the number of labeled
samples per class (the total number of labeled samples is given in the parentheses) for the AVIRIS Indian Pines data set.

Methods
Number of labeled samples

5 per class (l = 80) 10 per class (l = 160) 15 per class (l = 240) 20 per class (l = 310) 25 per class (l = 385) 30 per class (l = 443)

MLR 49.92/62.10/44.97 61.16/72.03/56.98 66.58/77.85/62.79 70.29/80.11/66.70 72.84/82.30/69.50 74.58/83.24/71.39

MPM 53.06/65.82/48.55 66.60/77.20/63.00 73.08/83.52/69.98 77.71/86.32/74.95 80.42/88.80/77.96 82.56/89.79/80.30

SSDRF 59.03/64.39/54.33 75.22/79.18/71.91 77.97/86.02/75.17 82.25/87.44/79.81 83.44/89.67/81.23 86.09/90.20/84.15

(a)Ground-truth (b)MLR (70.16%) (c)MPM (78.87%) (d)SSDRF (83.61%)

Fig. 1. Classification maps for the AVIRIS Indian Pines image using l = 310 labeled samples along with the overall accuracies (OA).

5. CONCLUSIONS AND FUTURE RESEARCH LINES

In this paper, we introduced a semi-supervised discriminative ran-
dom field (SSDRF) algorithm for hyperspectral classification, which
exhibits state-of-the-art classification performance. Although the
results obtained are very encouraging, further tests with additional
scenes and comparison methods should be conducted. In the future,
we will also develop computationally efficient implementations of
the proposed approaches by resorting to parallel computer architec-
tures such as commodity clusters or graphical processing units.
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