A NEW EXTENDED LINEAR MIXING MODEL TO ADDRESS SPECTRAL VARIABILITY
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ABSTRACT

Spectral variability is a phenomenon due, to a grand extend, to variations in the illumination and atmospheric conditions within a hyperspectral image, causing the spectral signature of a material to vary within an image. Data spectral fluctuation due to spectral variability compromises the linear mixing model (LMM) sum-to-one constraint, and is an important source of error in hyperspectral image analysis. Recently, spectral variability has raised more attention and some techniques have been proposed to address this issue, i.e. spectral bundles. Here, we propose the definition of an extended LMM (ELMM) to model spectral variability and show that the use of spectral bundles models the ELMM implicitly. We also show that the constrained least squares (CLS) is an explicit modelling of the ELMM when the spectral variability is due to scaling effects. We give experimental validation that spectral bundles (and sparsity) and CLS are complementary techniques addressing spectral variability. We finally discuss on future research avenues to fully exploit the proposed ELMM.

Index Terms— Spectral unmixing, extended linear mixing model, spectral bundles, sparsity, CLS.

1. INTRODUCTION

Hyperspectral unmixing is one of the most important and widely used techniques in hyperspectral image analysis. It consists in decomposing the hyperspectral image into a set of spectral signatures corresponding to macroscopically pure materials, named endmembers, and a set of cover proportions comprised in a fractional abundance matrix. In the Linear Mixing Model (LMM) [1], hyperspectral data are modelled as a linear combination of the endmembers weighted by their fractional abundances. According to the LMM definition, data lie into a simplex whose vertexes are defined by the endmembers.

However, real data present fluctuations that make them lie outside the simplex. These fluctuations are due to variable illumination and atmospheric conditions, causing the spectral signature of a material to vary within the image [2]. This is known as the spectral variability issue and, not addressing it may introduce errors that propagate throughout the hyperspectral image analysis process. Recently, authors in [2] presented an overview of the techniques to address spectral variability which could be roughly divided in two: a) representing the spectral variability by spectral bundles and, b) modelling the variability by means of probabilistic distributions.

Here, we propose an extension to the LMM, called Extended LMM (ELMM), to face spectral variability. This ELMM is based on the model defined in [3] and relies on the definition of a pixel-dependent function, called the spectral variability function, that defines how a given endmember varies along the image. We show that the use of spectral bundles is a methodology to implicitly model this spectral variability function. We further prove, that given some assumptions, the Constrained Least Squares (CLS) unmixing process is an explicit model of this function. We overview these two approaches, i.e., spectral bundles and CLS unmixing. In addition, we study the use of sparsity constraints on the light of the proposed ELMM and we discuss further research avenues to enhance the modelling of spectral variability using the ELMM. We experimentally show that both, spectral bundles and CLS, are complementary techniques to address spectral variability. We also show that adding sparsity terms to the unmixing optimization process is helpful in combination with the spectral bundles, and that CLS is inherently enforcing sparsity as some authors have pointed out before [4, 5].

The remainder of the paper is as follows: Sec. 2 introduces the ELMM. Sec. 3 overviews spectral bundles, sparsity and CLS on the light of the proposed ELMM. Sec. 4 provides experimental insight. Sec. 5 presents a discussion on future research avenues to further exploit the proposed ELMM, and finally we give some conclusion remarks in Sec. 6.

2. THE EXTENDED LINEAR MIXING MODEL

Let \( \mathbf{E} = [\mathbf{e}_1, \ldots, \mathbf{e}_m] \) denote the pure endmember signatures in the hyperspectral image, where each \( \mathbf{e}_i \in \mathbb{R}^q \) is a \( q \)-dimensional vector. The LMM models a hyperspectral vector \( \mathbf{r}_j \) at \( j \)-th pixel as follows:

\[
\mathbf{r}_j = \mathbf{s}_j + \mathbf{n}_j = \sum_{i=1}^{m} \mathbf{e}_i \phi_{ij} + \mathbf{n}_j, \tag{1}
\]

where \( \mathbf{r}_j \) is given by the sum of the pixel’s signal \( \mathbf{s}_j \) and an independent additive noise component \( \mathbf{n}_j \); and, \( \phi_{ij} \) is the \( m \)-dimensional vector of fractional per-pixel abundances. The constraints on the fractional abundances are given by:

\[
(\text{ANC}) \quad \phi_{ij} \geq 0, \quad \forall i, \forall j, \tag{2}
\]

\[
(\text{ASC}) \quad \sum_{i=1}^{m} \phi_{ij} = 1, \quad \forall j. \tag{3}
\]

Dismissing the noise, the hyperspectral pixels in the LMM (1) lie inside a simplex whose vertexes are the endmembers and their frac-
tional abundances can be estimated by an optimization process

$$\hat{\phi}_j = \arg \min_{\phi_j \geq 0} \left\| r_j - \sum_{i=1}^{m} e_i \phi_{ij} \right\|^2,$$

subject $$\sum_{i=1}^{m} \phi_{ij} = 1.$$ However, in real scenarios, spectral variabilities seriously affect the LMM. These variabilities can be modelled as a pixel-dependent function of the endmembers, $$f: \mathbb{R}^q \rightarrow \mathbb{R}^q$$, so the LMM in (1) is redefined as:

$$r_j = \sum_{i=1}^{m} f_j (e_i) \phi_{ij} + n_j.$$ (5)

The model in (5) will be hereafter named as the Extended LMM (ELMM).

3. ASSESSING SPECTRAL VARIABILITY

The use of the ELMM (5) to model spectral variability can be addressed in two ways: i) by implicitly encompassing the spectral variability in the scene and, ii) by explicitly modelling the variability function, $$f_j (e_i)$$, in (5). The use of spectral bundles is a solution to the former while, under some assumptions, the partially constrained least squares (CLS) solution to (1) is a solution to the latter one, as we prove below.

3.1. Spectral bundles and sparsity

Spectral bundles are sets of spectral signatures that implicitly represent spectral variability. A given spectral bundle:

$$B_i = \{ e_{ik} \}_{k=1}^{K},$$ (6)

is composed of a set of $$K$$ spectral signatures, $$\{ e_{ik} \}$$, that account for the spectral variability of an endmember, $$e_i$$. The spectral bundles approach does not explicitly model the variability function, $$f_j (e_i)$$, but it works as a collection of outcomes of the variability function that implicitly represent the spectral variability along the whole image.

In order to build the spectral bundles from the data, $$B = \bigcup_{i=1}^{n} B_i$$, one can run an endmember induction algorithm over multiple subsets of the data set obtained by sampling with replacement [6]. An alternative approach consists in a local definition of the bundles by using a sliding window [7]. Anyway, the spectral bundles are usually a large collection of spectra. Therefore, the spectral unmixing of the data by spectral bundles is usually accompanied with a sparsity constraint which enforces that only a few spectral signatures in the bundle take positive abundance values:

$$\hat{\phi}_j = \arg \min_{\phi_j \geq 0} \left\| r_j - \sum_{i=1}^{L} e_i \phi_{ij} \right\|^2 + \tau \| \phi_j \|_p,$$ (7)

subject $$\sum_{i=1}^{m} \phi_{ij} = 1$$, where $$\tau \geq 0$$ is a regularization parameter and $$\| \cdot \|_p$$ denotes the $$p$$-norm.

3.2. Partially constrained least squares (CLS)

Since spectral variability is dominated by scaling factors [8], we adopt the following spectral variability function:

$$f_j (e_i) = \lambda_{ij} e_i,$$ (8)

where $$\lambda_{ij} \geq 0$$ denotes a scaling factor. Substituting (8) into the ELMM (5):

$$r_j = \sum_{i=1}^{m} e_i \lambda_{ij} \phi_{ij} + n_j,$$ (9)

In (9), the hyperspectral pixels lie inside the positive hypercone defined by the endmembers. The CLS is an approximate solution to (9) which is solved by the following optimization problem:

$$\hat{a}_{ij} = \arg \min_{a_{ij} \geq 0} \left\| r_j - \sum_{i=1}^{m} e_i a_{ij} \right\|^2,$$ (10)

The estimated weighting factors incorporate the information from the spectral abundances, $$\phi_{ij}$$ and the scaling factors, $$\hat{\lambda}_{ij}$$, that is:

$$\hat{a}_{ij} = \hat{\lambda}_{ij} \phi_{ij}.$$ (11)

In order to retrieve both informations from (11), it is possible to assume that the scaling factor is the same for all the endmembers, $$\hat{\lambda}_{ij} = \lambda_{ij}, \forall i$$, and then, estimate it as:

$$\hat{\lambda}_i = \sum_{i=1}^{m} \hat{a}_{ij}.$$ (12)

This makes sense only when the variability is due to illumination/topographic factors [9]. Then, the fractional abundances can be obtained by normalizing the vector of weighting factors by the estimated scaling factor, $$\hat{\phi}_{ij} = \hat{a}_{ij}/\hat{\lambda}_i$$, so the ASC (3) is fulfilled. The CLS is a simple approach to address the spectral variability assuming this is given by a scaling factor that affects equally to all the endmembers present in a pixel.

4. EXPERIMENTAL VALIDATION

Here we intent to experimentally get an insight on the capability of the spectral bundles, sparsity and CLS methodologies to address the spectral variability issue. We test the aforementioned approaches on the Cuprite data set [10] (see Fig. 1). The scene was taken by the NASA’s AVIRIS sensor and covers the Cuprite mining district in western Nevada, USA.

We made use of the Vertex Component Analysis (VCA) algorithm [3] to induce the endmembers from the data. We built three sets of endmembers: the classical approach running the VCA over the whole dataset, denoted as $$E$$, and two spectral bundles using the
sampling with replacement and the sliding window methods, respectively denoted as $R$ and $W$. In order to solve the unmixing optimization problems, we use the SUNSAL algorithm [11], which is an instance of the C-SALSA methodology introduced in [12] to effectively solve a large number of constrained LS problems sharing the same matrix system.

Fig. 2 shows the spectra of the set of endmembers $E$ and the two bundle sets, $R$ (red) and $W$ (green), and their assignment to one of the five ground truth endmembers (black).

Fig. 3 shows the average reconstruction errors obtained for the three different endmember induction approaches combined to the FCLS or CLS unmixing, with or without sparsity, where $t$ denotes the value assigned to the sparsity factor. The CLS approach outperforms the FCLS approach as it was expected, and it is specially remarkable for the $E$ set, where there is no implicit information about spectral variability in the form of a bundle. The use of spectral bundles also yields to a great improvement of the reconstruction errors. Sparsity only works if there is enough spectral variability, that is, when there is enough implicit spectral variability in the set of spectra used to solve the unmixing optimization problem.

5. DISCUSSION

The proposed ELMM (5) is a natural extension of the LMM (1) in order to model spectral variability. The ELMM is based on the definition of a spectral variability function that expresses the pixel-dependent variability of each endmember. Here, we have discussed spectral bundles and CLS techniques on the light of this extended model, and we have shown how they implicitly or explicitly model it. Following, we discuss some avenues for further work: 1) The spectral bundles implicitly model $f_j(e_i)$, but it could be possible to use the spectral bundles to estimate $f_j(e_i)$ from the data, i.e., using parametric models. 2) The CLS approach makes use of strong assumptions to solve $f_j(e_i)$. Further work will make emphasis in more relaxed assumptions that will require additional information, i.e., spatial smoothness of the scaling factor across the image. 3) In the text, in order to keep the explanation as clear as possible, it has been avoided to define the spectral variability function in terms of the spectral bands. However, it is reasonable that the spectral variability varies according to the spectral wavelengths ($\omega$: $f^\omega_j (c^j_i)$). However, this adds an extra complexity to the model. 4) In this paper we have focused on the use of deterministic sets (endmembers and bundles) to define the spectral information.

6. CONCLUSIONS

We have shown on the light of a new Extended LMM that spectral bundles and CLS are two different ways to model the spectral variability in a hyperspectral image. We also have provided experimental results that highlights the performance of these approaches respect to the classical approach based on a set of endmembers. The use of sparsity has been also considered and shown that it plays a role only when spectral variability is included in the set of spectral signatures. Finally, we have discussed future research avenues in order to further exploit the proposed Extended LMM.
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Fig. 3. Average reconstruction errors of the $E+FCLSU$ (blue), $E+CLSU$ (cyan), $R+FCLSU$ (green), $E+CLSU$ (yellow), $W+FCLSU$ (red) and $W+CLSU$ (magenta) approaches. Sparsity, $t = [0, 10^{-4}, 10^{-3}, 10^{-2}]$, is depicted in geometrical shapes.


