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\textbf{ABSTRACT}

Hyperspectral remote sensing offers a powerful tool in many different application contexts. The imbalance between the high dimensionality of the data and the limited availability of training samples calls for the need to perform dimensionality reduction in practice. Among traditional dimensionality reduction techniques, feature extraction is one of the most widely used approaches due to its flexibility to transform the original spectral information into a subspace. In turn, band selection is important when the application requires preserving the original spectral information (especially the physically meaningful information) for the interpretation of the hyperspectral scene. In the case of hyperspectral image classification, both techniques need to discard most of the original features/bands in order to perform the classification using a feature set with much lower dimensionality. However, the discriminative information that allows a classifier to provide good performance is usually class-dependent and the relevant information may live in weak features/bands that are usually discarded or lost through subspace transformation or band selection. As a result, in practice, it is challenging to use either feature extraction or band selection for classification purposes. Relevant lines of attack to address this problem have focused on multiple feature selection aiming at a suitable fusion of diverse features in order to provide relevant information to the classifier. In this paper, we present a new dimensionality reduction technique, called multiple criteria-based spectral partitioning, which is embedded in an ensemble learning framework to perform advanced hyperspectral image classification. Driven by the use of a multiple band priority criteria that is derived from classic band selection techniques, we obtain multiple spectral partitions from the original hyperspectral data that correspond to several band subgroups with much lower spectral dimensionality as compared with the original band set. An ensemble learning technique is then used to fuse the information from multiple features, taking advantage of the relevant information provided by each classifier. Our experimental results with two real hyperspectral images, collected by the reflective optics system imaging spectrometer (ROSIS) over the University of Pavia in Italy and the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) over the Salinas scene, reveal that our presented method, driven by multiple band priority criteria, is able to obtain better classification results compared with classic band selection techniques. This paper also discusses several possibilities for computationally efficient implementation of the proposed technique using various high-performance computing architectures.
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1. INTRODUCTION

Hyperspectral image analysis has developed significantly during the past two decades.

In order to deal with the issue, dimensionality reduction technique has been widely developed and used. Classic dimensionality reduction techniques can be separated into two categories: 1) feature extraction, and 2) band selection. Considering the diversity of available algorithms and techniques, feature extraction turns out to be more flexible and widely used, including well-known approaches in the literature such as principal component analysis (PCA), independent component analysis (ICA), manifold learning (ML) and subspace-based approaches. However, feature extraction generally transforms the original information after projecting the data into a certain feature space, which may be a challenge for certain applications that require meaningful spectral signatures according to their physical interpretation.

In turn, band selection algorithms are more effective in preserving the original information due to their capacity for selecting the most informative spectral bands among hundreds or even thousands of bands with great correlation and redundancy with supervised or unsupervised ways while, at the same time, retaining their original physical meaning. As a matter of fact, the discriminative information that allows a classifier to provide good performance may often live in weak features/bands that are usually discarded or lost after feature transformation or band selection.

As a result, in practice, it is challenging to use either feature extraction or band selection for classification purposes. And thus, it is usually a hard task to select the best performing dimensionality reduction technique in practice.

As an alternative strategy, spectral partitioning that aims mainly at rearranging the original spectral bands in the hyperspectral image has been used in recent developments. However, as opposed to band selection, spectral partitioning does not necessarily discard most of the original spectral bands to achieve lower dimensionality.

Instead, spectral partitioning generates several groups of band subsets from the original spectral bands, so that each band subset is a so-called spectral partition containing a much lower number of spectral bands as compared with the original hyperspectral image, meanwhile, the union of multiple subsets can make up to the full original image. Therefore, spectral partitioning may effectively provide multiple views of the original hyperspectral image by obtaining several subgroups that can simultaneously exploit most of the original spectral information in the hyperspectral scene without discarding a large proportion. In other words, different subgroups of spectral bands can be used to provide different classification results. The diversity of classifiers constructed with the subgroups of bands provides the possibility to obtain a very robust classifier ensemble, which can be achieved by combining the classification results obtained from each of the subgroups using different ensemble learning strategies, such as bagging and boosting, decision combination via majority voting, and multiple classifier systems (MCS).

The diversity obtained in the generation of the multiple views is one of the keys for successful spectral partitioning prior to classification.

Bearing in mind the aforementioned issues, our motivations to introduce a new spectral partitioning technique in this work can be summarized as follows: 1) to exploit multiple band priority criteria in spectral partitioning instead of using only single one; 2) to facilitate multiple-classifier feature learning by considering different views (spectral partitions) of the original data; 3) to explore the relevance of multiple criteria based band features, which are effectively aligned into multi-subgroups by the employed criteria. Motivated by the issues in mind, in this paper our main work is to develop a new strategy for spectral partitioning that can effectively utilize the spectral bands that are more relevant to different band priority criteria. Here we exploit multiple band priority criteria to perform spectral partitioning, where each spectral partition corresponds to one of the criteria. As for the partitions, we are trying to generate high diversities, considering that the different criteria can provide strong and different perspectives into the original hyperspectral data. The diversities are then used to motivate the classification ensemble.

The remainder of this paper is organized as follows. Section 2 describes our proposed approach. In Section 3, we discuss experimental results obtained using three well-known hyperspectral data sets: the Reflective Optics System Imaging Spectrometer (ROSIS) Pavia University scene and the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) Salinas scene. The experiments suggest that our presented method leads to competitive results when compared to other state-of-the-art approaches in the field. Conclusions and hints at plausible future research lines are given in section 4.
2. CLASS-ORIENTED SPECTRAL PARTITIONING METHOD

2.1 Proposed spectral partitioning strategy

Let us denote by $x \equiv \{x_1, \ldots, x_n\} \in \mathbb{R}^{d \times n}$ the original spectral signatures of the hyperspectral image $B^{1 \times d}$ with $n$ pixels indexed by $S : \{1, 2, \ldots, n\}$ and $d$ wavebands $\Omega (\Omega = \{B^1, \ldots, B^d\} \text{ and } |\Omega| = d)$. Classification is the process that assigns each pixel $x_i = \{x_{i1}, x_{i2}, \ldots, x_{id}\}, i \in \{1, \ldots, n\}$ with a label $y_i \in L : \{1, 2, \ldots, N\}$, where $N$ is the number of classes of interest in the scene. Spectral partitioning aims at separating and reassigning the $d$ spectral bands $\Omega$ into a group of band subsets, namely spectral partitions $\{SP_i\}, i \in \{1, 2, \ldots, M\}$, so that:

$$\forall i, j \in \{1, \ldots, d\}, i \neq j \quad \text{AND} \quad \bigcup_{i \in \{1, \ldots, d\}} \{SP_i\} \subseteq \Omega.$$  \hspace{1cm} (1)

which means that usually the union of the spectral partitions gives the whole set of original spectral bands of the hyperspectral image. This brings different perspectives of the original hyperspectral image. Given $|SP_i|$ as the number of bands in partition $SP_i$, we can infer from Eqs. (1) that $\sum_{i=1}^{N} |SP_i| = d$.

![Flowchart of the proposed class-oriented spectral partitioning prior to classification approach.](image)

With the aforementioned ideas in mind, Fig. 1 shows a general flowchart of our proposed multiple band priority criteria based spectral partitioning approach prior to classification. First, we build a pool of band priority criteria, which connect both the original hyperspectral bands and the given number $N$ of spectral partitions. Each spectral partition associates with one of the criteria. Note that the multi-criteria pool is quite open to newly developed band selection techniques, which thus can be extended conveniently. In the second step, we start the focus on the first spectral partition and assign it with one spectral band that scores the most under its associated criterion. Afterward, we remove the assigned band from the original hyperspectral bands. Then the focus moves on to the second of the rest spectral partitions one by one until each partition obtains a new band. Thirdly, we repeat the operation of the second step until all the original hyperspectral spectral bands are assigned to multiple spectral partitions. The generated spectral partitions are thus multi-criterion based. In other words, the bands of each spectral partition correspond to their associated band priority criterion. Here we exploit the different used band priority criteria as the power of diversity generation for the following classification ensemble process.

2.2 Band selection criteria

Band selection techniques intend to select an appropriate band subset from the original data set to represent the data according to some optimality criterion. Generally, band selection can be understood as an exhaustive searching process for all possible cases: $(L_{|\Omega_{BS}|}) = \frac{d!}{(d-|\Omega_{BS}|)!|\Omega_{BS}|!}$, with $\Omega_{BS}$ being the selected bands and $L$...
being the number of all possible subset of selected bands, given a number of bands to be selected \(|\Omega_{BS}|\). \(^{28}\) A general way to perform the searching process is to solve the following optimization problem:

\[
\Omega_{BS} = \arg \max_{\Omega_{BS} \subseteq \Omega, |\Omega_{BS}| = n_{BS}} J(\Omega_{BS}),
\]

where \(n_{BS} = |\Omega_{BS}|\) is the number of selected bands in subset \(\Omega_{BS}\) and \(J(\Omega_{BS})\) establishes the relative importance of a given spectral band in \(\Omega_{BS}\). Given the large number of spectral bands in a hyperspectral image, it is almost impossible to try all possible band combinations. It is also difficult to decide which spectral bands play a more relevant role, or to anticipate which combination is more useful. Consequently, many available band selection algorithms are focused on defining target functions that calculate the priority score of a given spectral band.\(^{29-31}\)

In this work, we build our multiple band priority criteria pool based on: signal-to-noise ratio-based criterion (SNR),\(^{32}\) criteria of band dependence minimization-based linearly constrained minimum variance (BDM-LCMV) and band dependence constraint-based linearly constrained minimum variance (BDC-LCMV),\(^{33}\) independent divergence-based criterion, higher order statistics-based kurtosis criterion (kurtosis) as well as the principle component analysis based criterion (PCA), five criteria in total as an instance for evaluating purposes. We have selected these five classic criteria as an instance because their strategies for band selection are widely used, which makes the algorithms quite representative of existing band selection techniques. Note that our presented framework is quite open and friendly to other existing developed band selection techniques. Besides, the presented framework can be straightforwardly parallelized since each spectral partition is actually learned independently by classifiers. Since each partition is trained by one classifier, we need a decision rule to fuse the individual classifiers. Let \(p_m(i)\) be the probability obtained by an SVM classifier for a given pixel \(i\) and partition \(m\). \(p_m(i)\) provides the degree of membership of a pixel to different classes of interest. In this work, we use a soft ensemble strategy to combine the results obtained from all the partitions. Specifically, the probabilities resulting from all the different partitions in a given pixel are modeled by \(\hat{p}(i) = \frac{1}{N} \sum_{m=1}^{N} p_m(i),\) where \(m\) indexes the spectral partitions \((m \in \{1, \ldots, N\})\) and \(N\) is the number of partitions, which is equal to the number of classes, according to our interpretation in Fig.1. The final class label for pixel \(i\) is determined by \(y_i = \arg \max_{k \in \{1, \ldots, N\}} \hat{p}^{(k)}(i),\) where \(\hat{p}^{(k)}(i)\) is the probability corresponding to class \(k\) for a given pixel \(i\), and \(\hat{p}(i) = \{\hat{p}^{(1)}(i), \ldots, \hat{p}^{(N)}(i)\}\).

3. EXPERIMENTAL RESULTS

3.1 Hyperspectral images used in experiments

The first hyperspectral image used in our experiments [see Fig. 2 (a)] was collected by ROSIS over the University of Pavia, Italy. The data set consists of 115 spectral bands between 0.4 and 1.0 \(\mu m\), with a size of 610\(\times\)340 pixels. The noisy bands had been removed, yielding 103 spectral bands that are actually used in this work. The ground-truth image in Fig. 2(b) contains 9 ground-truth classes, including 43923 labeled samples (are often separated into 3921 fixed training samples distributed together with the data, and 40002 test samples). The second hyperspectral image used in our experiment is the well-known AVIRIS Salinas\(^*\) data set, collected by the 224-band AVIRIS sensor over Salinas Valley, California. As displayed in Fig. 2(c), it comprises 512 lines by 217 samples across 204 spectral bands after discarding 20 water absorption bands. As shown in Fig. 2(d),

Table 1. Overall, average and individual class accuracies [%] and $\kappa$ statistic obtained by the presented classification framework implemented using the MLR classifier with the spectral partitioning methods: RSP and MCB-SP, for the ROSIS Pavia University scene. The results obtained using the original spectral information are also included. Note that RSP is included for comparison. In all cases, only 1% randomly selected training samples have been used.

<table>
<thead>
<tr>
<th>Class</th>
<th>ROSIS Pavia University</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ORI</td>
<td>RSP</td>
<td>MCB-SP</td>
</tr>
<tr>
<td>Alfalfa</td>
<td>71.53 ± 3.28</td>
<td>72.87 ± 3.38</td>
<td>74.07 ± 2.42</td>
</tr>
<tr>
<td>Meadows</td>
<td>62.71 ± 4.32</td>
<td>65.79 ± 4.52</td>
<td>76.72 ± 4.68</td>
</tr>
<tr>
<td>Gravel</td>
<td>65.58 ± 5.84</td>
<td>71.66 ± 4.92</td>
<td>75.3 ± 3.95</td>
</tr>
<tr>
<td>Trees</td>
<td>88.70 ± 4.73</td>
<td>89.43 ± 4.05</td>
<td>92.77 ± 2.13</td>
</tr>
<tr>
<td>Metal sheets</td>
<td>98.65 ± 0.54</td>
<td>98.77 ± 0.40</td>
<td>99.21 ± 0.40</td>
</tr>
<tr>
<td>Bare soil</td>
<td>70.53 ± 6.12</td>
<td>73.76 ± 4.91</td>
<td>76.51 ± 5.04</td>
</tr>
<tr>
<td>Bitumen</td>
<td>83.67 ± 4.32</td>
<td>89.16 ± 1.78</td>
<td>88.26 ± 2.43</td>
</tr>
<tr>
<td>Bricks</td>
<td>66.01 ± 6.50</td>
<td>73.88 ± 4.41</td>
<td>73.96 ± 4.35</td>
</tr>
<tr>
<td>Shadows</td>
<td>99.38 ± 0.70</td>
<td>99.56 ± 0.28</td>
<td>99.29 ± 0.51</td>
</tr>
<tr>
<td>Overall accuracy</td>
<td>69.45 ± 1.88</td>
<td>72.56 ± 1.88</td>
<td>78.45 ± 1.93</td>
</tr>
<tr>
<td>Average accuracy</td>
<td>78.53 ± 1.09</td>
<td>81.65 ± 0.76</td>
<td>84.01 ± 0.77</td>
</tr>
<tr>
<td>$\kappa$ statistic</td>
<td>61.45 ± 2.05</td>
<td>65.18 ± 2.07</td>
<td>72.07 ± 2.24</td>
</tr>
</tbody>
</table>

A total of 54129 pixels are available in the labeled ground-truth, including 16 mutually exclusive classes. In the following experiments with these data sets, we exploit different proportion of randomly selected training samples in total to illustrate the performance of the presented method using limited training sets. We also conduct 20 Monte Carlo runs to ensure statistical significance.

3.2 Experimental results with the hyperspectral data sets

![Spectral partitions](image-url)

Figure 3. Spectral partitions obtained by our presented spectral partitioning (SP) method and the random spectral partitioning (SP) method from the ROSIS Pavia University data(a) and the AVIRIS Salinas data(b). In all the plots, the $x$-axis denotes the set of original spectral bands, while the $y$-axis represents the group of selected bands (each horizontal line displays one group of selected bands).

In this subsection, we tested our spectral partitioning method with the two previous introduced data sets. First of all, we used different limited proportions of randomly selected training samples from the labeled reference data for training (and the rest for testing). We employ random spectral partitioning (RSP), which randomly reassigning the spectral bands into multiple subgroups. For simplicity, the experimental results are obtained by using the same conditions for all groups. Empirically, we set the number of spectral partitions as five that resulting in about 20 spectral bands of each partition for the ROSIS Pavia University data and 40 spectral bands for the AVIRIS Salinas data. The state-of-the-art classifier, multinomial logistic regression (MLR), is used to validate our presented method.

Figs. 3(a) and 3(b) plot the obtained multiple spectral partitions. The spectral partitioning results obtained by random spectral partitioning (RSP) are shown following the results of our presented method. From Fig. 3, we can observe that each band priority criterion-based partition takes a band subset of much lower dimensionality than the original number of bands. And in comparison with the random spectral partitioning (RSP), the band priority criterion-based spectral partitions display strong preference of the spectral bands that are relevant to a specific criterion. This indicates a higher diversity of the spectral partitions via our presented method than...
performing the partitioning via simply randomly arranging. In all cases of both compared methods, the selection of partitions allows us to obtain multiple views of the original data. Also, the classification learning process on each spectral partition can be independently performed, thus can be straightforwardly parallelized, as indicated by the framework in Section 2.1 and the classification ensemble strategy in Section 2.2.

Tables 1, 2 displays the OA, AA, $\kappa$, and individual accuracies obtained after respectively using only 1% and 0.1% randomly selected samples for training and the rest for testing [see Fig. 2(b),(d)]. Several observations can be drawn from Table 1, 2. First of all, consistent observations for both used data sets have been obtained. Specifically, an increase of about 7% to 9% in classification OA is obtained by our presented multiple band priority criterion-based spectral partitioning (MCB-SP) methods in comparison with those using all the spectral bands. And also compared with randomly spectral partitioning (RSP), about 6% increase in classification OA is obtained for both data sets. This observation suggests the effectiveness of our newly proposed methods for multiple classifier-based feature learning based on multiple views that are provided by spectral partitions. Specifically, relevant improvements are obtained for the individual classes in contrast with the RSP method, which indicates that each spectral partition generates stronger classification output when motivated by a band priority criterion in our presented framework. Furthermore, the significant increase in OA than RSP suggests that our presented method is able to provide enough diversity that better drives the classification ensemble process.

In order to better illustrate this, Fig. 4 displays the classification maps obtained for different methods that are from one of the 20 Monte Carlo runs in Tables 1, 2. It is remarkable that by both using random spectral partitioning (RSP) and our presented spectral partitioning methods, different increases of the individual classes are achieved in comparison with using all the spectral bands of the original image. This indicates that via spectral partitioning, the problem between the imbalanced number of limited training samples and high spectral dimensionality are well attacked. Furthermore, for both used hyperspectral data sets, our presented method provides better classification results when compared with random spectral partitioning (RSP), implying its potential of both making use of the band priority criteria for each partition and meanwhile generating high diversity among the criterion-associated partitions. To conclude this section, we evaluate the sensitivity of the compared methods to different percentages of training samples and obtain the average accuracy statistics and the corresponding standard deviation under 20 Monte Carlo runs. The results are displayed in Fig. 5. First of
all, it is remarkable that our presented spectral partitioning methods provide highly competitive results in this experiment. The processing time consumptions reported on Table 3, indicate that our methods need about 4 to 17 times more computation than the classification of the original image and about the same consumption of time than the random spectral partitioning. These results can be improved by straightforward parallelization, as discussed in previous experiments.

4. CONCLUSIONS AND FUTURE RESEARCH LINES

In this paper, we presented a new multiple band priority criteria based spectral partitioning method for hyperspectral image classification. The proposed method is shown to be effective in the task of exploiting the
Table 3. Processing times of different methods for ROSIS Pavia University scene and AVIRIS Salinas scene.

<table>
<thead>
<tr>
<th>Method</th>
<th>Time/sec ROSIS Pavia University (training samples by percentage /% )</th>
<th>AVIRIS Salinas (training samples by percentage /% )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time/sec</td>
<td>1</td>
</tr>
<tr>
<td>Ori</td>
<td></td>
<td>1.14 ± 0.09</td>
</tr>
<tr>
<td>RSP</td>
<td></td>
<td>17.49 ± 0.8</td>
</tr>
<tr>
<td>MCB-SP</td>
<td></td>
<td>17.39 ± 0.77</td>
</tr>
</tbody>
</table>

information contained in the spectral partitions that are, respectively, associated with specific criteria. This is mainly done to address the Hughes phenomenon by means of a multiple classifier system, while avoiding the elimination of relevant spectral bands in the original hyperspectral image that may be useful for the discrimination of the classes. In our experiments, a multiple criteria pool of measuring band priority is constructed based on five well-established band selection techniques: SNR, BDM-LCMV, BDC-LCMV, kurtosis and PCA. Each spectral partition is one-by-one associated with one of the five criteria, thus the obtained spectral partitions keep most of the relevant spectral bands from the original image and provide different criterion-based views (understood as low-dimensional partitions) for multiple feature learning, thus addressing the potential problems associated to the limited availability of training samples. Our experiments illustrated reasonable advantages in classification accuracy achieved by our presented spectral partitioning framework with three well-known hyperspectral images: the ROSIS Pavia University data and the AVIRIS Salinas data. Furthermore, the experimental classification results indicate that the key for a successful spectral partitioning lies in the capability to generate a group of spectral partitions with diverse views of the original hyperspectral image. In our future work, we will focus on exploring the potential of measuring and make use of the diversity of a group of spectral partitions by multiple criteria. The potential of employing different classifiers will also be considered to enlarge the diversity of the multiple views generated through spectral partitions.
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