Abstract

This work introduces a cloud shadow removal method for hyperspectral images (HSIs) based on hyperspectral unmixing. The shading is modeled by a spectral offset and a spectral-dependent attenuation. The offset and the attenuation are estimated by solving a non-convex optimization problem, which exploits the linear mixing model (LMM). The mixing matrix of the LMM is estimated from the unshadowed image areas. The effectiveness of the proposed method is assessed from classification results of the Houston 2013 (Compact Airborne Spectrographic Imager (CASI) spectrometer VHR HS), whose shadowed areas were removed with the proposed method. The obtained results indicate classification performances in the shadowed image areas. The effectiveness of the proposed method is provided by evidence of the effectiveness of the proposed shading removal technique.

Index Terms — Cloud shadow removal, linear unmixing, HSI, alternating optimization, classification.

1. INTRODUCTION

Clouds have been a significant concern for remote sensing imaging and analysis in the context of land surface monitoring, object detection, quantitative retrieval etc [2]. Although the airborne instruments usually fly below clouds, some pixels still suffer from distorted spectral signatures due to the imbalanced sun illumination. As a result, the spectral signature inconsistency between shadowed and well-illuminated pixels amounts to huge challenges for remote sensing image analysis.

In order to handle this problem, many models and techniques have been developed [3, 4]. A standard paradigm for deshadowing is based on the linear mixture model (LMM), which physically interprets all object signatures as fractions of spectral endmembers associated with specific materials. In the work [5], the authors attacked this problem by conducting linear spectral unmixing twice in both shadowed and unshadowed areas, followed by an endmember matching algorithm that searches and builds the mapping relationship between the shadowed and unshadowed endmembers. Similarly, another effort adopted the same approach but presenting a new endmember matching algorithm in polar coordinates1. Both algorithms, when performed twice, tends to produce inconsistencies between the two groups of endmembers due to, namely, the lack of consistency of the unmixing results.

Feature transformations such as principal component analysis (PCA) [6] or kernel manifold alignment (KEMA) [1] have also been exploited to address this shadowing problem. In both methods, [6] and [1], two groups of extracted features are simultaneously obtained and then used to build a mapping relationship. The original physical information, however, is often missing after the feature transformation. Other techniques and algorithms have also been developed to deal with this issue, such as the matched filtering (MF) method [7] and methods based on atmospheric correction [8]. However, uncertainties and model mismatches may also be observed in these cases. When the objective is image classification, the often large quantization errors observed in signatures of shadowed pixels may impair the endmember/feature extraction step. In addition, the limited availability of labeled references (especially for hyperspectral images) also limits the application of supervised techniques.

Motivated by the aforementioned shortcomings of the shadow removal techniques, the contributions in this work are the following: 1) a wavelength dependent affine model for the shadowing process; 2) an LMM unmixed based cloud shadow removal method, where the unmixing is conducted only in the unshadowed areas, thus avoiding hurdles linked with poor quantization of the shadowed pixels; 3) experimental evaluation of the proposed method in an HSI classification problem.

The paper is organized as follows. The proposed shadowing model and shadow removal method are introduced in Section 2. The experimental evaluation in a classification scenario is conducted in Section 3. Finally, Section 4 concludes the paper with a few concluding remarks and future perspectives.

1http://spie.org/newsroom/1209-removing-shadows-from-hyperspectral-images-leaves-nowhere-to-hide
We assume that the observed spectral vectors are

\[ Y_i = XZ + N \]

s.t. : \[ Z \succeq 0, \ 1_p^T Z = 1_m^T, \]

where \( X \equiv [x_{1}, \ldots, x_p] \in \mathbb{R}^{d \times p} \) is a mixing matrix containing \( p \) endmembers with \( x_i \) representing the \( i \)-th endmember signatures, \( Z \equiv [z_{1}, \ldots, z_n] \in \mathbb{R}^{p \times n} \) denotes the abundance matrix, comprising of the endmember fractions \( z_i \), for \( i = 1, \ldots, n, \ 1_p = [1,1,\ldots, 1]^T \), and the constraints represents, respectively, the abundance nonnegativity constraint and the sum-to-one constraint. In addition, \( N \) is a matrix of errors that may influence the data measure process (e.g., noise). The pixel \( y_i \) can, thus, be interpreted as the linear combination of the endmember signatures \( x_i \) with weights (i.e., abundances) \( z_i \).

We assume the following model for a shadowed pixel \( y_s \):

\[ y_s = \alpha + Cy, \]

where \( y \) is the unshadowed reflectance, \( \alpha \equiv [\alpha_1, \ldots, \alpha_d]^T \) is a pixel independent offset vector, and \( C \equiv \text{diag} \{c_1, \ldots, c_d\} \) is diagonal matrix accounting for the wavelength dependent attenuation. Thus, having into consideration the LMM, the reflectance of the \( m \) shadowed pixels \( Y_s = [y_{1,s}, \ldots, y_{m,s}] \), affected by a given shadow, is given by

\[ Y_s = (\alpha h^T + CX)Z + N_s \]

s.t. : \[ Z \succeq 0, \ 1_p^T Z = 1_m^T, \]

where \( h^{p \times 1} = [1,\ldots, 1]^T \) is a vector of \( p \) 1s and \( N_s \) denotes the noise matrix associated with the shadowed pixels.

### 2. METHODS

#### 2.1. LMM-based shadowing model

Let \( Y = [y_1, \ldots, y_n] \in \mathbb{R}^{d \times n} \) be the matrix representation of an hyperspectral image with \( n \) spatial samples and \( d \) spectral bands. We assume that the observed spectral vectors are well approximated by the LMM [9]. This is

\[ Y = XZ + N \]

where \( X \equiv [x_1, \ldots, x_p] \in \mathbb{R}^{d \times p} \) is a mixing matrix containing \( p \) endmembers with \( x_i \) representing the \( i \)-th endmember fractions, \( Z \equiv [z_1, \ldots, z_n] \in \mathbb{R}^{p \times n} \) denotes the abundance matrix, comprising of the endmember fractions \( z_i \), for \( i = 1, \ldots, n \). \( 1_p = [1,1,\ldots, 1]^T \), and the constraints represents, respectively, the abundance nonnegativity constraint and the sum-to-one constraint. In addition, \( N \) is a matrix of errors that may influence the data measure process (e.g., noise). The pixel \( y_i \), can, thus, be interpreted as the linear combination of the endmember signatures \( x_i \) with weights (i.e., abundances) \( z_i \).

We assume the following model for a shadowed pixel \( y_s \):

\[ y_s = \alpha + Cy, \]

where \( y \) is the unshadowed reflectance, \( \alpha \equiv [\alpha_1, \ldots, \alpha_d]^T \) is a pixel independent offset vector, and \( C \equiv \text{diag} \{c_1, \ldots, c_d\} \) is diagonal matrix accounting for the wavelength dependent attenuation. Thus, having into consideration the LMM, the reflectance of the \( m \) shadowed pixels \( Y_s = [y_{1,s}, \ldots, y_{m,s}] \), affected by a given shadow, is given by

\[ Y_s = (\alpha h^T + CX)Z + N_s \]

s.t. : \[ Z \succeq 0, \ 1_p^T Z = 1_m^T, \]

In model (3), \( Z \) is the abundance fraction matrix, and \( X \) represents mixing matrix of the unshadowed pixels. Hence, \( M \equiv (\alpha h^T + CX) \) can be interpreted as the mixing matrix of an LMM describing the shadowed pixels. Accordingly, we term \( M \) the the shadowed endmember matrix.

#### 2.2. Estimation of the shadowing model parameters

Given the shadowed spectral vectors \( Y_s \) and the mixing matrix \( X \), which was previously estimated from the unshadowed pixels, using, from example, an endmember extraction algorithm, the spectral offset \( \alpha \), the attenuation matrix \( C \), and the abundance vector \( Z \) are estimated by solving the nonconvex
optimization

\[
(\hat{\alpha}, \hat{C}, \hat{Z}) \in \underset{\alpha, C, Z}{\arg \min} (1/2)[(\alpha h^T + CX)Z - Y_s]_F^2,
\]

\[
s.t. : \quad Z \geq 0, \quad 1_T^T Z = 1_T^T m.
\]

(4)

Optimization (4) is nonconvex that is thus hard to solve. Algorithm 1 implements alternating optimization to compute a local minimum of (4). The optimization in lines 4 and 5 is a fully constraint least square (FCLS) problem, which can be solved by the (Spectral UNmixing by Splitting and Augmented Lagrangian) SUNSAL algorithm [10]. The solution of (4) with respect to the offset vector \( \alpha \), which is a quadratic optimization, is shown in line 7. The solution of (4) with respect to the diagonal attenuation matrix \( C \), which is also a quadratic optimization, is shown in line 9.

To conclude the cloud removal procedure, we compute the unshadowed spectral vectors as

\[
Y = X \hat{Z}.
\]

(5)

The shadow removal performance of the proposed method can be perceived in Fig. 3 (b) showing a close description of the estimated variables to the real ones. This observation can be further supported by comparing the scattering plots in Fig. 3 (c,d). And besides, the plot in Fig. 3 (a) indicates the convergence of the object function (4) provided by our method Algorithm 1 along 100 iterations.

3. EXPERIMENTAL RESULTS

3.1. Experimental data and setup

In this section, we evaluate the performance of the proposed method using a hyperspectral data set obtained by the Compact Airborne Spectrographic Imager (CASI) spectrometer and an aerial LiDAR data set collected over the city of Houston in 2013 2 (see Fig. 1). The HSI data size is 349(lines)×1905(columns)×144(bands) acquired in the wavelength interval ranging from 380 nm to 1050 nm, with the samples collected in Fig. 2. To start with, this image data used in our case have been transformed by the perspective projection [11, 9] to the mean spectral vectors of the original data, in order to enforce the transformed spectral vectors in the same affine space. We test the proposed method in a classification problem, using the MLR-LORSAL [12] classifier without training samples inside of the shadow area. And in a way similarly to the work [13], we use the Markov random fields (MFRs) with the classification result provided by MLR-LORSAL in order to promote the spatial smoothness. In addition, the unsupervised local histogram matching (LHM) method [1] has also been employed for comparison purposes.

3.2. Shadow removal and classification performance

As shown in Fig. 1, the proposed method, with clearer object textures and distinct local contrast especially with respect to different types of plants (in the blue windows), outperforms the LHM method. This is due to that our method reconstructs the shadowed pixels considering both the shadowed signatures and unshadowed endmembers (see (5) and line 4 of Algorithm 1), whereas the LHM method only relies on the histogram structures in the lack of physical meaning. Meanwhile, our results show lower inaccuracies in shadow boundaries caused by cloud edges.

In the following, we conduct a classification experiment to further evaluate the capacity of our proposed method to improve the generalization ability of a classifier. In this case, the classifier is trained with samples only from the cloud-shadow-
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\]
free areas, and then tested with samples from both the cloud shadowed and unshadowed areas. In Fig. 4, the classification results with different inputs (the data of the original, the LHM method, and the proposed method) have been displayed, both considering only spectral information (MLR-LORSAL) and spatial+spectral information (MLR-LORSAL-MRF), respectively. From Fig. 4, we can observe that our proposed method outperforms the LHM according to the test samples both inside and outside of the shadow areas. Especially for the samples inside of the shadow areas, our proposed method remarkably increases the overall accuracies (OA) by 25.57% (compared with only using the original image) and by 19.39% (compared with the LHM method). With the inclusion of spatial information by means of the MRF, the OA achieved by our method reaches 90.38% and 59.85%, respectively, for samples that are outside of and inside of the shadow areas. Also illustratively, our proposed method acquires more satisfactory classification maps when compared to other methods.

4. CONCLUSIONS

This paper proposed a new cloud-shadow removal method for hyperspectral images that can deal with the inconsistencies in the pixel signatures caused by cloud shadows that may appear in a classification problem. A feasible solution is provided based on the application of linear spectral unmixing. Our proposed method just needs to apply the spectral unmixing step once, instead of twice as other widely used methods. In this way, the proposed model avoids possible inconsistencies and uncertainties resulted from the application of unmixing separately on shadow and nonshadow pixels. The performance of the method, evaluated in the context of a classification scenario with partially shadowed HSI data, indicates that our approach is capable of bridging and dealing with the differences between the shadowed and well-illuminated pixels and thus promoting the generalizing ability of a classifier. Future work will further consider the thickness of the cloud and also focus on exploring its potential in multi-sensor and multi-temporal remote sensing image data analysis.
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