Abstract—In this letter, we present an efficient parallel implementation of composite kernels in support vector machines (SVMs) for hyperspectral image (HSI) classification. Our implementation makes effective use of commodity graphics processing units (GPUs). Specifically, we port the calculation of composite kernels to GPUs, perform intensive computations based on NVIDIA’s GPU platform, and execute the rest of the operations related with control and small data calculations in the CPU. Our experimental results, conducted using real hyperspectral data sets and NVIDIA GPU platforms, indicate significant improvements in terms of computational effectiveness, achieving near-real-time performance of spatial–spectral HSI classification for the first time in the literature.
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I. INTRODUCTION

HYPERSPECTRAL image (HSI) classification is an active research area in remote sensing [1]. An important challenge for HSI classification is the high dimensionality of the data, together with the limited number of labeled training samples available a priori. Various methods have been developed for HSI classification, and these methods are generally categorized into supervised and unsupervised [2]. Among supervised approaches, kernel methods have been proven to be highly effective [1]. Support vector machines (SVMs) [3] represent one of the most successful techniques for HSI classification due to their robust generalization performance, as well as their ability to handle large input spaces efficiently with a relatively low number of labeled training samples (producing sparse solutions and dealing with noisy samples in a robust way) [4]. The SVM with composite kernel (SVMCK) [5] formulation offers the possibility to easily integrate spatial and spectral information to improve classification accuracy. Due to its enhanced classification accuracy and flexibility to balance the spatial and spectral information, the SVMCK is a popular approach that still suffers from high computational complexity, particularly at the training stage.

In time-critical scenarios, such as target detection for military purposes, monitoring of chemical contamination, or wildfire tracking, it is important to accelerate hyperspectral data analysis techniques. Recent advances in high-performance computing technologies [6], [7] have enabled speeding up HSI processing algorithms by using multicore CPUs [8], field-programmable gate arrays [9], and graphics processing units (GPUs) [10], [11]. Particularly, hybrid CPU–GPU implementations are particularly appealing, since massively parallel and data-intensive computations can be performed in the GPU, whereas the logic control ability of CPUs can still be exploited. The effective utilization of both CPUs and GPUs can provide compelling benefits. To our best knowledge, and despite the importance of SVMCK in the hyperspectral imaging, there are no available parallel implementations in the literature for this method.

In this letter, we develop the first parallel implementation of composite kernels in SVMs on heterogeneous CPU–GPU platforms. The proposed implementation accelerates intensive computations and operations involving large data sets on the GPU by utilizing NVIDIA’s compute unified device architecture (CUDA), executing the rest of the operations (mostly related with control) on the CPU. The method ports the calculation of the composite kernel matrix to the GPU, thus significantly accelerating the algorithm while retaining the same classification accuracy achieved in the serial version. The proposed method is evaluated using real hyperspectral data and compared with the serial and multicore versions.

The remainder of the letter is organized as follows. Section II briefly describes the SVMCK method. Section III presents its parallel implementation. Experimental results are reported in Section IV. Conclusions and hints at plausible future research lines are given in Section V.

II. SVMCK

Let us assume that an HSI is denoted by $X \in \mathbb{R}^{l \times \text{rows} \times \text{cols}}$, where $l$ is the number of spectral bands and $\text{rows} \times \text{cols}$ is the
number of pixels. Let us also assume that $T = (t_1, t_2, \ldots, t_p) \in \mathbb{R}^{l \times p}$ is the training set and $S = (s_1, s_2, \ldots, s_q) \in \mathbb{R}^{l \times q}$ is the test set. Similarly, $y = (y_1, y_2, \ldots, y_q) \in \mathbb{R}^{l \times q}$, and $y_i \in \{1, -1\}$ denotes the class label of $s_i$. The SVM can be trained by the following model [5]:

$$
\min_{w, b, \xi} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{p} \xi_i
$$

subject to

$$
y_i (w^T \phi(t_i) + b) \geq 1 - \xi_i, \quad \xi_i \geq 0, \quad \forall i = 1, \ldots, p
$$

and its Lagrangian dual is formulated as

$$
\min_{\alpha} \frac{1}{2} \alpha^T Q \alpha - 1^T \alpha
$$

subject to $y^T \alpha = 0$, $0 \leq \alpha_i \leq C$, $i = 1, \ldots, p$, where $w$ and $b$ define a linear classifier in the feature space; $\phi(t_i)$ is a nonlinear mapping function that projects $t_i$ to enhance its separability; $C$ is a regularization parameter that controls the generalization capabilities of the classifier; $1 = [1, \ldots, 1]^T$ and $Q$ is a $p \times p$ positive semidefinite kernel matrix, with $Q_{ij} = y_i y_j K(t_i, t_j)$, and $K(t_i, t_j) = < \phi(t_i), \phi(t_j)>$ is the kernel function.

A detailed formulation of the SVM optimization problem can be found in [12]. After solving model (2), the decision function for classifying a certain test sample $s$ is defined as

$$
f(s) = \text{sgn} \left( \sum_{i=1}^{p} y_i \alpha_i K(t_i, s) + b \right).
$$

There are many implementations of SVM available, among which LIBSVM [13] is perhaps the most popular. It offers a variety of classification modes and kernels. In this letter, we use the LIBSVM with C-support vector classification mode to train the SVM model and obtain the final classification results.

On the other hand, any kernel function that fulfills Mercer’s condition can be used in the context of SVMs and kernel methods, such as the linear kernel, the polynomial kernel, the radial basis function (RBF), etc. However, spectral information alone is generally not enough to obtain high classification accuracy. In [5], a framework for SVM classification with composite kernels is presented to enhance classification accuracy by combining spatial and spectral features. This formulation has flexibility to balance the spatial and spectral information. There are many different types of composite kernel methods, e.g., stacked features approach, direct summation kernel, weighted summation kernel, or cross-information kernel [5]. In this letter, we adopt the weighted summation kernel as a case study to illustrate the advantages and potential challenges of applying parallel optimization principles on GPU platforms. Moreover, the polynomial kernel is used to model spectral features, and the RBF kernel is utilized to model spatial features, as suggested in [5]. The proposed parallel implementation is valid for any composite kernel formulation. A serial implementation of SVMCK (SVMCK-S) is summarized in Algorithm 1.

**Algorithm 1. SVMCK-S.**

**Input:** HSI image $I \in \mathbb{R}^{k \times rows \times cols}$, training samples set $T = (t_1, t_2, \ldots, t_p) \in \mathbb{R}^{l \times p}$, test samples set $S = (s_1, s_2, \ldots, s_q) \in \mathbb{R}^{l \times q}$

**Step 1.** $f_1 = T^T \cdot T, f_2 = T^T \cdot S$

Step 2. Calculate polynomial kernel for spectral features:

$$
K_{s1} = (f_1 + 1)^d, \quad K_{s2} = (f_2 + 1)^d
$$

Step 3. Calculate RBF kernel for spatial features

**Step 3.1.** For $k = 1: p$,

- Compute the mean values and standard deviations for $t_k$ in local window coordinates:

$$
\bar{t}_k = \frac{1}{n} \sum_{i} \sum_{j} X_{ij}, \quad d_{ik} = \frac{1}{n-1} \left( \sum_{i,j} (X_{ij} - \bar{t}_k) \right)^{\frac{1}{2}}
$$

**Step 3.2.** $T' = (t'_w) = (\bar{t}d_k)^T$

**Step 3.3.** For $k = 1: q$,

- Compute the mean values and standard deviations for $s_k$ in local window coordinates:

$$
\bar{s}_k = \frac{1}{n} \sum_{i} \sum_{j} X_{ij}, \quad d_{sk} = \frac{1}{n-1} \left( \sum_{i,j} (X_{ij} - \bar{s}_k) \right)^{\frac{1}{2}}
$$

**Step 3.4.** $S' = (s'_w) = (\bar{s}d_k)^T$

**Step 3.5.** Calculate RBF kernel for spatial features:

$$
K_{w1} (t'_w, t'_w) = \exp \left( - \frac{\|t'_w - s'_w\|^2}{2\sigma^2} \right),
$$

$$
K_{w2} (t'_w, s'_w) = \exp \left( - \frac{\|t'_w - s'_w\|^2}{2\sigma^2} \right)
$$

Step 4. Calculate composite kernel:

$$
K_1 = (1 - \mu)K_{s1} + \mu K_{w1}, \quad K_2 = (1 - \mu)K_{s2} + \mu K_{w2}
$$

Step 5. Train the training set with $K_1$

Step 6. Use the SVM model to predict:

$$
\text{class}(s_j = 1, 2, \ldots, q) = \text{sgn} \left( \sum_{i=1}^{p} y_i \alpha_i K(t_i, s_j) + b \right)
$$

**Output:** the class labels of $S$.

#### III. GPU IMPLEMENTATION

Algorithm 1 is expensive in computational terms, particularly for the calculation of composite kernels, which involves operations with big matrices. Here, we take the AVIRIS Indian Pines hyperspectral data set with 10% training samples (details of the data set will be given in Section IV-A) as an example to experimentally analyze the computational bottleneck of Algorithm 1. Fig. 1 shows the percentage of total CPU time consumed by the different steps of Algorithm 1 (obtained by Microsoft Visual Studio Profiler). Since the calculation of composite kernels takes almost 95% of the total execution time (with SVM training and predicting taking only 1% and 2%, respectively), the key for optimizing Algorithm 1 is accelerating the calculation of composite kernels.
 GPUs are specifically optimized for computational and memory-intensive problems, whereas CPUs devote more resources to caching or control flow operations. Therefore, a CPU–GPU heterogeneous platform is appealing to solve problems such as SVMCK, since GPUs can be used to accelerate the composite kernel-related computations and the host CPU can be used to perform other small data computations and most of the control operations. Taking into consideration that the calculation of composite kernels is a dominant part of Algorithm 1 that consists of operations on big matrices and high-dimensional vectors, we precompute them on the device (GPU), copy them to the host (CPU), and then cache them in the available memory on the host. The rest of the computations (related with control and small data structures) are computed on the GPU to dramatically reduce the data transfer between the device and the host. Details of the parallel implementation are given next.

First, in terms of input/output (I/O) transfers between host and device, we allocate memory on the device, copy the original data from the host to the device at the beginning of the algorithm, and then transfer the final results from the device to the host at the end. In the parallel implementation, the data are stored in the GPU memory as much as possible, and the storage space for intermediate variables of the iterative process is allocated in advance, thus minimizing the data transfers between the host and the device.

Second, the calculation of the polynomial kernel for spectral features, i.e., Step 1 of Algorithm 1, is realized by invoking cublasDgemm (a highly effective matrix multiplication function included in the NVidia’s CUDA basic linear algebra library, cuBLAS [14]). It takes full advantage of registers and shared memories of the GPU to achieve high efficiency in the multiplication of big matrices. Then, a kernel function called POLYKernel is defined to carry out the operations \( \text{POLYKernel} \) multiplication of big matrices. Then, a kernel function called shared memories of the GPU to achieve high efficiency in the library, cuBLAS [14]). It takes full advantage of registers and function included in the NVidia’s CUDA basic linear algebra

As we can see from Step 3.5 in Algorithm 1, the operations involved in the calculation of the RBF kernel are pixel-wise. According to the GPU parallel architecture and the CUDA programming paradigm, we can arrange batches of threads (organized as blocks of threads in grids) executing together and sharing local memories. In order to efficiently utilize the computation power of GPUs and achieve high execution performance, one has to launch a large number of thread blocks in parallel in the grid. Since it is more efficient to perform big matrix computations than pixel-wise operations in the GPU [15], we modified Step 3.5 in Algorithm 1 and carefully orchestrated the pixel-wise calculation in the form of matrix batch computing to speed up the whole process. Algorithm 2 shows in detail how the matrix batch computing is realized in our case for calculating the RBF kernel. After the modifications conducted, Step 3.5.1 in Algorithm 2 can be efficiently calculated by invoking function cublasDgemm in the cuBLAS library, and two kernel functions (i.e., MatRowsSumKernel and RBFKernel) are implemented to perform the rest of the steps in Algorithm 2. The former takes care of the cumulative summation \( N_1 = (\|t_{i}^w\|_2^2) \) and \( N_2 = (\|s_{i}^w\|_2^2) \), which starts \( p \) threads (each performs the cumulative sum of a column of \( T' \)) to compute \( N_1 \) and launches \( q \) threads (each performs the cumulative sum of a column of \( S' \)) to compute \( N_2 \). The latter implements Steps 3.5.3 to Step 3.5.6 in Algorithm 2 successively. A thread grid with the same size as \( D_1 (p \times p) \) is now started to compute \( D_2 \) and \( K_{w1} \), and then, a \( p \times q \) thread grid is launched to calculate \( D_2 \) and \( K_{w2} \) on the GPU.

Algorithm 2. Modifications of Algorithm 1 for Calculating the RBF Kernel in the GPU.

**Step 3.5.1.**
\[
g_1 = T'^T \bullet T', g_2 = T'^T \bullet S'
\]

**Step 3.5.2.**
\[
N_1 = (\|t_{i}^w\|_2^2), N_2 = (\|s_{i}^w\|_2^2)
\]

**Step 3.5.3.**
\[
D_1 = \begin{pmatrix} 1 & 1 & \ldots \end{pmatrix}^T N_1 + \begin{pmatrix} 1 \end{pmatrix} N_1 - 2g_1
\]

**Step 3.5.4.**
\[
D_2 = \begin{pmatrix} 1 & 1 & \ldots \end{pmatrix}^T N_1 + \begin{pmatrix} 1 \end{pmatrix} N_2 - 2g_2
\]

**Step 3.5.5.**
\[
K_{w1} (t_{i}^w, t_{j}^w) = \exp \left( -\frac{D_1}{2 \sigma^2} \right)
\]

**Step 3.5.6.**
\[
K_{w2} (t_{i}^w, s_{j}^w) = \exp \left( -\frac{D_2}{2 \sigma^2} \right)
\]
When $K_{s1}, K_{s2}, K_{w1}, K_{w2}$ have been calculated in the GPU, we pass them to the host and invoke `svmtrain()` (included in LIBSVM) to train the SVM and then invoke `svmpredict()` (also included in LIBSVM) to obtain the final classification results. Fig. 2 summarizes the proposed parallel implementation (SVMCK_P).

IV. EXPERIMENTAL RESULTS

The experimental environment used in our tests is a heterogeneous platform consisting of two CPUs and a GPU. Both CPUs are Intel Xeons E5603 at 1.6 GHz with four cores and 8 GB of main memory. The GPU is an NVidia Tesla C2050, which features 448 processor cores operating at clock frequency of 1150 MHz, with single-precision floating-point performance of 1030 Gflops, double-precision floating-point performance of 515 Gflops, total dedicated memory of 3 GB, 1500 MHz memory (with 384-bit GDDR5 interface), and memory bandwidth of 144 GB/s. The tests were performed using the 64-bit Microsoft Windows 7 operating system. The versions of OpenMP and CUDA are 2.0 and 5.0, respectively.

The classification accuracy and execution performance of SVMCK_P were evaluated on two real HSIs (see Table I) for which ground truth information is available. The classification accuracies are measured by the overall classification accuracy (OA).

A multicore implementation of SVMCK (SVMCK-M) has also been developed using OpenMP [16] to explicitly address multithreaded and shared-memory parallelism. The serial version (SVMCK-S) was executed on one core of the Intel Xeon E5603 CPU, whereas SVMCK-M was run on the eight available cores of the two Intel Xeon E5603 CPUs. These three versions (SVMCK-S, SVMCK-M, and SVMCK-P) were implemented using the C++ programming language and compiled by Visual C++ 2010. All the times reported in the following experiments were measured by the adopted classifiers after ten Monte Carlo runs. In all cases, fivefold cross validation was used to tune the parameters. According to [5], $\sigma$, $C$, $\mu$, and $d$ were varied in the range of $\sigma \in \{10^{-1}, \ldots, 10^3\}$, $C \in \{10^{-3}, \ldots, 10^7\}$, $\mu \in \{0, 0.1, \ldots, 1.0\}$, and $d \in \{1, \ldots, 10\}$, respectively. The window size was set to $9 \times 9$, and a one-against-one multiclassification scheme was adopted.

Our first experiment was carried out using the AVIRIS Indian Pines data set. To assess the impact of the number of training samples on classification accuracy and performance, we tested different numbers of training samples, ranging from 5% to 30% for each class, and used the rest for validation. The classification accuracies are shown in Table II. It can be concluded that SVMCK-S, SVMCK-M, and SVMCK-P obtain very similar classification results. Table III reports the obtained results in terms of processing times and acceleration factors measured after comparing the GPU and multicore parallel implementations of SVMCK with the equivalent serial version. As can be seen from Table III, the acceleration factors achieved by both SVMCK-M and SVMCK-P are stable as the number of training samples is increased. SVMCK-P achieves approximately $11 \times$...
acceleration factor over SVMCK-S on the AVIRIS Indian Pines data set.

Taking into consideration that AVIRIS is a whiskbroom instrument with a scanning rate of 12 Hz, and its cross-track line scan time is as fast as nearly 83 ms to collect one line of 614 spatial samples [17], the whole 10366 samples could be collected in 1.4 s. Therefore, in the case of using 10% of the samples for training, SVMCK-P can classify the image faster than the data are acquired, thus achieving real-time classification performance with accuracy above 90%. Table IV shows the corresponding I/O transfer times.

Tables V–VII show the corresponding results obtained for the ROSIS Pavia University data set. For this experiment, we randomly chose different numbers of training samples, ranging from 40 to 100 samples of each class (the remaining labeled pixels are used as test samples). In this case, the acceleration factors obtained are nearly 6.5×, independently of the size of the training set. ROSIS is a pushbroom instrument with a maximum sampling rate of 62 Hz [18], which means that one line of full-pixel vectors (512 pixels) can be collected in 16 ms, and the whole 42 776 samples could be collected in 1.35 s. When using 40 samples per class, SVMCK-P achieves near-real-time performance.

It can be observed from Tables IV and VII that less than 30% of the total solver time is consumed by data transfers. As a result, SVMCK-P can be defined as compute-bound, with the most significant portion of the time taken by pure computation steps.

V. CONCLUSION AND FUTURE LINES

In this letter, a new parallel implementation of composite kernels in SVMs has been proposed for heterogeneous CPU–GPU platforms. Experimental results on real hyperspectral data sets show remarkable acceleration factors and near-real-time performance, which is appealing for time-critical applications of hyperspectral remote sensing. Future works will explore other parallel implementations on different high-performance computing platforms.

REFERENCES