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Abstract—Spectral unmixing is an important technique for remotely sensed hyperspectral data exploitation. It amounts to identifying a set of pure spectral signatures, which are called endmembers, and their corresponding fractional, a priori abundances in each pixel of the hyperspectral image. Over the last years, different algorithms have been developed for each of the three main steps of the spectral unmixing chain: 1) estimation of the number of endmembers in a scene; 2) identification of the spectral signatures of the endmembers; and 3) estimation of the fractional abundance of each endmember in each pixel of the scene. However, few algorithms can perform all the stages involved in the hyperspectral unmixing process. Such algorithms are highly desirable to avoid the propagation of errors within the chain. In this paper, we develop a new algorithm, which is termed robust collaborative nonnegative matrix factorization (R-CoNMF), that can perform the three steps of the hyperspectral unmixing chain. In comparison with other conventional methods, R-CoNMF starts with an overestimated number of endmembers and removes the redundant endmembers by means of collaborative regularization. Our experimental results indicate that the proposed method provides better or competitive performance when compared with other widely used methods.
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I. INTRODUCTION

SPECTRAL unmixing is an important task for remotely sensed hyperspectral data exploitation [1]. The linear mixture model (LMM) is a widely used technique for spectral unmixing, which is based on the principle that each captured pixel in a hyperspectral image can be represented as the linear combination of a finite set of spectrally pure constituent spectra or endmembers, weighted by an abundance factor that establishes the proportion of each endmember in the pixel under inspection [2].

Within the LMM paradigm, three main types of unmixing algorithms can be identified: geometrical, statistical, and sparse regression based [3]. Geometrical unmixing algorithms work under the assumption that the endmembers of a hyperspectral image are the vertices of a simplex of minimum volume enclosing the data set (i.e., the set of hyperspectral vectors, which are also termed as the hyperspectral image) [4] or of a simplex of maximum volume contained in the convex hull of the data set [5], [6]. Among minimum-volume algorithms, we highlight the seminal minimum-volume-constrained nonnegative matrix factorization (MVC-NMF) method, which is also based on NMF principles. As their name suggests, statistical methods [3] are based on analyzing mixed pixels by means of statistical principles, such as Bayesian approaches [7], [8]. Finally, sparse-regression-based algorithms [9]–[12] are based on expressing each mixed pixel in a scene as a linear combination of a finite set of pure spectral signatures that are known a priori and available in a library. Although each of these methods exhibits their own advantages and disadvantages, the fact is that geometrical approaches have been most frequently used by the hyperspectral research community up to now [3], [6], [13]–[15]. This is mainly due to their reduced—although still quite high—computational cost when compared with the other types of unmixing algorithms, as well as to the fact that they represent a straightforward interpretation of the LMM.

To fully unmix a given hyperspectral image by means of a geometrical method, the majority of the state-of-the-art approaches is based on dividing the whole process into three concatenated steps [3]: 1) estimation of the number of endmembers in a scene; 2) identification of the spectral signatures of these endmembers; and 3) estimation of the endmember abundances in each pixel of the scene. In the last few years, several techniques have been developed for addressing each part of the chain, with particular emphasis on the identification of endmembers (with and without assuming the presence of pure spectral signatures in the input hyperspectral data [2], [3], [16]). However, there are very few spectral unmixing algorithms that can address all the stages involved in the hyperspectral unmixing process [17]. Although this general processing chain has been proven effective for unmixing certain types of hyperspectral images, it has some drawbacks.

1) The first drawback comes from the fact that the output of each stage is the input of the following stage, which may favor the propagation of errors within the chain.
2) The second more relevant problem is given by the huge variability of the results obtained when estimating the number of endmembers of a hyperspectral scene with different state-of-the-art algorithms or, in some cases, with the same algorithm but with different initialization parameters. For instance, if the number of endmembers is obtained by means of computing the virtual dimensionality (VD) [18] of the image, very different results may be obtained depending on the technique employed for estimating the VD itself [19] or the parameters used by this technique. The hyperspectral signal identification by minimum error (HySime) algorithm [20] is another popular approach for estimating the number of endmembers, which generally provides results that differ from those achieved with VD. This adds more uncertainties to the process of accurately estimating the number of endmembers of a hyperspectral image. Other techniques have been developed for estimating the number of endmembers, such as eigenvalue likelihood maximization [21], outlier detection methods [22], or a technique for geometry-based estimation of the number of endmembers based on the convex hull in [23], providing different results.

3) A third issue is the computational complexity of the whole process, which makes highly desirable the development of a unified and fast technique that is able to address the different parts involved in the hyperspectral unmixing chain.

The challenge related with the correct identification of the number of endmembers is crucial for unmixing algorithms in general and for geometric-based algorithms in particular [3]. The estimation of the number of endmembers by means of subspace identification algorithms can be considered generally effective when the hyperspectral images are well approximated by the LMM [18], [20]. However, this part of the chain is more challenging when the endmembers have a similar shape or the mixing process has nonlinear components [24]. Let \( p \) denote the true number of endmembers in a hyperspectral image, and let \( q \) denote the number of endmembers estimated by a certain algorithm. In general, \( q \) fluctuates around \( p \), but three situations are possible.

- If \( q = p \), we have an ideal situation, and most existing endmember identification algorithms rely on this assumption.
- If \( q < p \), then the number of endmembers is underestimated. This situation is generally easy to identify as the reconstruction of the original hyperspectral image based, for instance, on the well-known LMM contains errors, thus allowing a trained analyst to identify that more endmembers are needed for the model to work properly.
- If \( q > p \), then the number of endmembers is overestimated. This is a difficult problem as compared with the underestimation situation, since the reconstruction error using more endmembers than needed would provide similar or better values than those obtained when \( q = p \). This is particularly critical for scenarios in which there are no pure pixels existing in the observed image and, at the same time, for endmember identification algorithms designed without assuming that the true endmembers are present in the input hyperspectral data [4], [7], [25]–[31]. In this paper, we particularly address this case and provide an algorithm that can work in situations in which the number of endmembers is overestimated \( a \ priori \).

Our contribution in this work is a new algorithm, which is termed robust collaborative nonnegative matrix factorization (R-CoNMF), that can perform the three steps of the hyperspectral unmixing chain. Although the proposed algorithm can be easily adapted to a scenario in which the number of endmembers is known in advance, the proposed method assumes that the number of endmembers corresponds to an overestimated value. Our method uses the \( \ell_2,1 \) mixed-norm regularizer [32] applied to the abundance matrix, which promotes sparsity among the lines of that matrix. As seen below, this is equivalent to imposing sparsity among the endmembers simultaneously (collaboratively) for all pixels such that it is guaranteed that only the true endmembers have contributions to the estimated abundances. The proposed R-CoNMF uses another regularization term to promote minimum volume by pushing the endmembers toward the mean value of the data set or bring the endmembers to the real solution quadratically regularized by a given simplex, other than the minimum volume. Endowed with these two regularizers, R-CoNMF does not require a prior step to estimate the number of endmembers and can be effectively used in scenarios in which the number of endmembers is not known \( a \ priori \).

The remainder of this paper is organized as follows. Section II describes the proposed approach. Section III describes the optimization algorithm used to implement the proposed approach. Sections IV and V describe the obtained experimental results and a detailed intercomparison with other state-of-the-art approaches. Our experimental results, conducted using both synthetic and real hyperspectral data, demonstrate that the proposed method exhibits very good performance in noisy scenarios, without the need to know the number of endmembers in advance. Comparisons to other state-of-the-art algorithms covering the full hyperspectral unmixing chain are also given. Section VI concludes this paper with some remarks and hints at plausible future research.

II. PROPOSED APPROACH

Let \( Y \equiv [y_1, \ldots, y_n] \in \mathbb{R}^{d \times n} \) be the matrix representation of a hyperspectral image with \( n \) spectral vectors and \( d \) spectral bands. Under the LMM, we have [3]

\[
Y = MS + N
\]

\[
\text{s.t. } \quad S \geq 0, \quad 1_n^T S = 1_n^T
\]

(1)

where \( M \equiv [m_1, \ldots, m_p] \in \mathbb{R}^{d \times p} \) is a so-called mixing matrix containing \( p \) endmembers; \( m_i \) denotes the \( i \)th endmember signature; \( S \equiv [s_1, \ldots, s_n] \in \mathbb{R}^{p \times n} \) is the abundance matrix containing the endmember fractions \( s_i \) for pixels \( i = 1, \ldots, n \); \( S \geq 0 \) is the abundance nonnegativity constraint [2] to be understood in the component-wise sense; \( 1_p^T S = 1_n^T \) is the sum-to-one constraint that stems from a physical interpretation of the abundance vector; and \( 1_p = [1, 1, \ldots, 1]^T \) is a column vector of size \( p \) \((\text{the notation } [\cdot]^T \text{ stands for vector or matrix transpose})\). Finally, \( N \) collects the errors that may affect the measurement process (e.g., noise).
In this paper, we address the estimation of \( p \), i.e., the number of endmembers, of mixing matrix \( M \), and of abundance matrix \( S \). Although \( p \) is not known beforehand, we assume that we have access to an overestimate thereof. That is, we are given a number \( q \) such that \( q \geq p \). This way, we account for a common situation in which an overestimate of the number of endmembers is easy to compute, which is not usually the case regarding the true number of endmembers.

We tackle the estimation of \( p, M, \) and \( S \) by seeking a solution for the following NMF optimization:

\[
\begin{align*}
\min_{A, X} & \quad \frac{1}{2} \| Y - AX \|_F^2 + \alpha \| X \|_{2,1} + \frac{\beta}{2} \| A - P \|_F^2 \\
\text{s.t.:} & \quad X \in S_{q-1} \quad A \in A_{q-1}
\end{align*}
\]

(2)

where \( \| \cdot \|_2 \) and \( \| \cdot \|_F \) stand for the Euclidean and Frobenius norms, respectively; \( A = [a_1, \ldots, a_q] \in \mathbb{R}^{d \times q} \) and \( X \in \mathbb{R}^{q \times n} \) are optimization variables linked with the mixing matrix and the abundance matrix, respectively; \( \| X \|_{2,1} \equiv \sum_{i=1}^{q} \| x_i \|_2 \) denotes the \( \ell_{2,1} \) norm of matrix \( X \) (i.e., the mixed norm of matrix \( X \), which is denoted the \( i \)th row of \( X \)); \( P \equiv [y_{1}, \ldots, y_q] \) is a set of \( q \) spectrally observed vectors inferred with a pure-pixel algorithm and, thus, that are close to the extremes of the simplex; \( \alpha \) and \( \beta \) are regularization parameters; \( S_{q-1} \) is the collection of \( q \times n \) matrices whose columns belong to the probability simplex of dimension \( q - 1 \); and \( A_{q-1} \) is the collection of matrices of size \( d \times q \) whose columns belong to the affine set of dimension \( q - 1 \) that best represents the data \( Y \) in the mean square error sense [29]. The introduction of this constraint removes the shortcomings associated with the rejections due to the constraints usually observed in real data sets.

The objective function shown on the right-hand side of (2) has three terms: a data fidelity term \( \| Y - AX \|_F^2 \), which promotes solutions with low reconstruction error; the \( \ell_{2,1} \) mixed-norm \( \| X \|_{2,1} \), which promotes row sparsity on \( X \) [34], that is, it promotes solutions with complete rows \( x^i \) set to zero; and the term \( (\beta/2) \| A - P \|_F^2 \), which pushes the columns of \( A \) toward a given solution \( P \). For example, \( P \) can be a solution provided by a pure-pixel-based algorithm, which, jointly with the constraint \( X \in S_{q-1} \), pushes the endmembers to the extremes of the simplex defined by the data \( Y \). Another choice is \( P \equiv [\bar{y}, \ldots, \bar{y}] \), where \( \bar{y} \) is the sample mean vector. This choice has a minimum-volume flavor. Fig. 1 graphically shows the behavior of the third regularizer term: (a) \( P \) is a solution given by VCA, and (b) \( P \) is defined by the mass center.

Let \( \Lambda \) stand for a set of naturals, \( A_{|\Lambda} \equiv [a_i, i \in \Lambda] \) and \( X^\Lambda \equiv \{ (x^i)^T, i \in \Lambda \}^T \), i.e., \( A_{\Lambda} \) is a matrix containing the columns of \( A \) with indexes in set \( \Lambda \), and \( X^\Lambda \) is a matrix containing the rows of \( X \) with indexes in set \( \Lambda \). In addition, let \( \text{rowsupp}(X) \equiv \{ i : x^i \not= 0 \} \), i.e., \( \text{rowsupp}(X) \) denotes the row support of \( X \). With these definitions in place, we introduce

\[
\hat{M} \equiv \hat{A}_{\text{rowsupp}(X)}
\]

(3)

\[
\hat{S} \equiv \hat{X}_{\text{rowsupp}(X)}.
\]

(4)

Provided that the mixed-norm term \( \alpha \| X \|_{2,1} \) in (2) drives the rows of \( X \) not corresponding to endmembers to zero, then it is expectable that, apart from a permutation, the data fidelity and the volume terms drive \( (A, X) \) to solutions close to \( (M, S) \) in the sense that \( \hat{M} \simeq M \) and \( \hat{S} \simeq S \). This scenario is shown in Fig. 2.
The quality of estimate $\hat{M}$ given by (3) and (4) relies primarily on the number of endmembers detected, which is given by $\hat{p} = \text{rowsupp}(\hat{X})$. If $\hat{p}$ considerably departs from the true number $p$, there is little hope in obtaining a reasonable estimate of the couple $(M, S)$. To shed light on this issue, we built a simulated data set using a matrix $M \in \mathbb{R}^{224 \times 5}$ (i.e., $d = 224$, and $p = 3$) sampled from the United States Geological Survey (USGS) library\(^1\) and an abundance matrix $S \in \mathbb{R}^{5 \times 2000}$ (i.e., $n = 2000$) uniformly sampled on the simplex. The abundance vectors $s_i$ such that $\max(s_i) > 0.8$ were discarded to model the absence of pure pixels.

Fig. 3 shows a scatterplot of the vectors $y_i$, for $i = 1, \ldots, n$, projected onto the affine set defined by the columns of $M$ centered at $\bar{y}$, which is plotted in black. The signal-to-noise ratio (SNR) defined as

$$\text{SNR} = 10 \log_{10} \left( \frac{\|MS\|^2}{\|N\|^2} \right)$$

was set to 30 dB. Fig. 3 also shows the projection of the matrix $A = [M, M'] \in \mathbb{R}^{d \times q}$, where $M'$ contains $q - p = 10$ spectral vectors lying on the facets of the simplex defined by $M$. The projections of $M$ and $M'$ are in red and green, respectively.

In Fig. 4, the top image shows in false color the true $X$: The horizontal axis denotes pixels, the vertical axis denotes columns of $A$, and the colors denote abundances. The first three rows of $X$ display the abundances with respect to $M$, and the remaining rows display the abundances with respect to $M'$, which are zero. With this setting, the constrained least squares (CLS) solution for $X$, which amounts to minimizing (2) with respect to $X$ with $\alpha = 0$ (absence of the $\ell_{2,1}$ norm), yields the estimate shown in the top right-hand side part of Fig. 4. This estimate is far from the true $X$ because the columns of $M'$ are linearly dependent on the columns of $M$, thus yielding a severely ill-posed inverse problem. The image shown in the bottom part of Fig. 3 is the constrained $\ell_2 - \ell_{2,1}$ solution obtained by minimizing (2) with respect to $X$ with $\alpha > 0$. This optimization is convex, and we have used the collaborative sparse unmixing by variable splitting and augmented Lagrangian (CLSUnSAL) algorithm [11] to solve it. The recovered solution is very close to the true solution, and, more importantly for our problem, the support of $X$ was correctly recovered, i.e., rowsupp($\hat{X}$) = rowsupp($X$).

An in-depth study of the recovery guarantees in $\ell_2 - \ell_{2,1}$ problems is out of the scope of this paper (see, e.g., [33]), and the toy experiment we have just presented does not provide, of course, any theoretical contribution to this study. Our objective is to clarify the role we expect the collaborative $\ell_{2,1}$ norm will play in the optimization criterion (2). In Sections IV and V, we present a comprehensive array of results providing evidence for the effectiveness of the proposed method.

\(^1\)http://speclab.cr.usgs.gov/spectral-lib.html
III. OPTIMIZATION ALGORITHM

The nonconvex data fidelity term \(1/2 \| Y - AX \|_F^2 \) present in (2) makes the respective optimization hard. Herein, we adopt the proximal alternating optimization (PAO) [35], which, under suitable conditions, converges to a critical point of the underlying nonconvex objective function.

For notational convenience, we redefine the optimization (2) as follows:

\[
\min_{A \in \mathbb{R}^{d \times n}, X \in \mathbb{R}^{n \times n}} L(A,X)
\]

where

\[
L(A,X) = \frac{1}{2} \| Y - AX \|_F^2 + \frac{\beta}{2} \| A - P \|_F^2 + \iota_{S_{q-1}}(X) + \iota_{A_{q-1}}(A)
\]

(5)

where \(\iota_{S_{q-1}}: \mathbb{R}^{q \times n} \to \mathbb{R} \cup \{+\infty\} \) and \(\iota_{A_{q-1}}: \mathbb{R}^{d \times q} \to \mathbb{R} \cup \{+\infty\} \) denote the indicator function of sets \(S_{q-1}\) and \(A_{q-1}\), respectively; that is, \(\iota_{S_{q-1}}(X) = +\infty\) if \(X \notin S_{q-1}\), and \(\iota_{A_{q-1}}(X) = 0\) otherwise.

Given \((A_0), (X_0)\), PAO generates the sequence \((A_t), (X_t) \to (A_{t+1}), (X_{t+1})\) as follows:

\[
A_{t+1} = \arg \min_A L(A, X(t)) + \frac{\lambda_t}{2} \| A - A_t \|_F^2
\]

(6)

\[
X_{t+1} = \arg \min_X L(A_{t+1}, X) + \frac{\mu_t}{2} \| X - X_t \|_F^2
\]

(7)

where \(\lambda_t, \mu_t\), for \(t = 0, 1, \ldots\), are sequences of positive numbers. We remark that the above procedure can be interpreted as a regularized version of a two-block nonlinear Gauss–Seidel method [36].

Let \(A_{q-1} := \{ z \in \mathbb{R}^d : z = \overline{Y} + V\alpha, \alpha \in \mathbb{R}^{q-1} \} \), where \(\overline{Y}\) is the sample mean observed vector, and \(V \in \mathbb{R}^{d \times (q-1)}\) is a matrix retaining the first \((q-1)\) principal components of the data \(Y\). We remark that the columns of \(V\) are orthonormal, i.e., \(V^TV = I_{q-1}\), where \(I_{q-1}\) denotes the identity matrix of dimension \(q-1\). In addition, we also define \(Y \equiv [\overline{Y}, \ldots, \overline{Y}] \in \mathbb{R}^{d \times q}\) and write \(A = \overline{Y} + V\Delta\). We remark that any \(A \in A_{q-1}\) admits a unique representation in the form \(A = \overline{Y} + V\Delta\), where \(\Delta = V^T(A - \overline{Y})\).

With the above definitions in place, the solution to the quadratic optimization (6) is

\[
A_{t+1} = \overline{Y} + V\Delta_{t+1}
\]

(8)

\[
\Delta_{t+1} = V^T \left( (Y - \overline{Y})(X_t^T + (\beta + \lambda_t)I)^{-1}\right)
\]

(9)

\[
\cdot (X_t^T + (\beta + \lambda_t)I)^{-1}
\]

(10)

where \(I\) denotes the identity matrix of suitable size, and \((\cdot)^T\) denotes the transpose operator.

By defining \(Y_t' := [Y^T, \sqrt{\mu_t}X_t^T]^T\) and \(A_{t+1}' := [A_{t+1}^T, \sqrt{\mu_t}I]^T\), the optimization (7) can be written as

\[
\min_{X} \frac{1}{2} \| Y_t' - A_{t+1}'X \|_F^2 + \alpha \| X \|_{2,1} + \iota_{S_{q-1}}(X)
\]

(11)

which is precisely the constrained \(\ell_2 - \ell_{2,1}\) optimization solved by CLSUnSAL [11], which is a generalization of the sparse unmixing by variable splitting and augmented Lagrangian (SUNSAL) algorithm [37].

The pseudocode for the proposed algorithm, which is termed R-CoNMF, is shown in Algorithm 1.

Algorithm 1: Robust Collaborative Nonnegative Matrix Factorization (R-CoNMF)

Input: \(Y\) (dataset), \(T \in \mathbb{N}\) (iterations)
\(\alpha > 0, \beta > 0\) (regularization parameters)
\(\lambda_t, \mu_t\) (proximal sequences of parameters)
\(q > p\) (overestimate of the number of endmembers)
\(\delta\) (stopping threshold), \(\theta > 0\) (a very small number)

Output: \((\hat{M}, \hat{S})\) (mixing and abundances matrices)

1 Initialization:

// Overestimate the signal subspace */
2 \(U \in \mathbb{R}^{d \times q} \leftarrow\) HySime\((Y, q) \) /* orthogonal basis */
3 \(Y' \leftarrow U^TY; \quad Y' \leftarrow \overline{Y}Y'^T
\)
4 \(V = \text{orth}(Y * Y^T/n - \overline{Y}\overline{Y}^T, q - 1) \) /* \(q-1\) principal components */
5 \(A_0 \leftarrow \text{VCA}(Y', q) \) /* estimate \(q\) endmembers */
6 \(A_0 \leftarrow V^T(A_0 - \overline{Y})
\)
7 \(P \leftarrow A_0 \) /* the VCA solution is used as pure-pixel based solution */
8 \(X_0 \leftarrow \text{UnSAL}(A_0, Y) \) /* abundances */
9 \(\varepsilon_0 \leftarrow \infty; \quad t \leftarrow -1
\)
10 begin
11 repeat
12 \(t \leftarrow t + 1
\)
13 // Optimize with respect to \(A\) */
14 \(\Delta_{t+1} \leftarrow V^T(Y - \overline{Y})X_t^T + \beta(P - \overline{Y}) + \lambda_t\Delta_t^T\)
15 \(A_{t+1} \leftarrow \overline{Y} + V\Delta_{t+1}
\)
16 // Optimize with respect to \(X\) */
17 \(Y_t' \leftarrow [Y^T, \sqrt{\mu_t}X_t^T]^T
\)
18 \(A_t' \leftarrow [A_t^T, \sqrt{\mu_t}I]^T
\)
19 \(X_{t+1} \leftarrow \text{CLSUnSAL}(A_{t+1}', Y_t', \alpha) \) /*
21 \(\varepsilon_t \leftarrow \| Y - \overline{A}_t(X_t) \|_F
\)
22 until \((t \leq T \) and \(\varepsilon_t - \varepsilon_{t-1}/\|Y\|_F > \delta\)
23 // Detect the support of \(X_t\) */
24 \(\Lambda = \emptyset
\)
25 for \(i = 1 \) to \(q\) do
26 if \(\| x_t^i \| \leq 0\) then
27 \(\Lambda \leftarrow \Lambda \cup \{i\}
\)
28 end
29 \(\hat{M} \leftarrow \text{UA}_t(\Lambda)
\)
30 \(\hat{S} \leftarrow X_t|_\Lambda
\)
31 end

In line 2, HySime [20] is used to obtain an overestimate of the signal subspace. HySime can be used in two ways: 1) to estimate the signal subspace, thus including its dimension; or
R-CoNMF converges to a critical point of $L : \mathbb{R}^{d \times q} \times \mathbb{R}^{q \times n} \to \mathbb{R} \cup \{+\infty\}$.

As previously mentioned, the core of R-CoNMF consists of lines 11–18 of Algorithm 1. This fragment of pseudocode implements the PAO algorithm shown in (6) and (7). The next theorem asserts that the sequence $(A(t), X(t))$, for $t = 0, 1, \ldots$, produced by this algorithm converges to a critical point of $L$.

**Theorem 1:** Assume that for some $r_- < r_+$, the sequence of stepsizes $\lambda_t, \mu_t$, for $t = 1, \ldots$, belongs to $(r_-, r_+)$, then $L'(A, X(0))$ is proper, and that $\alpha > 0$ and $\beta > 0$, i.e., the regularization parameters shown in (5) are positive. Then, the sequence $(A(t), X(t))$ converges to a critical point of $L$.

**Proof:** Consider the rearrangement of the terms of $L$ in (5) as $L(A, X) \equiv f(A) + Q(A, X) + g(X)$, where

$$Q(A, X) \equiv \frac{1}{2} \|Y - AX\|_F^2$$

$$f(A) \equiv \frac{\beta}{2} \|A - P\|_F^2 + \lambda A_{q-1}(A)$$

$$g(X) \equiv \alpha \|X\|_2 + \lambda S_{q-1}(X).$$

The function $L : \mathbb{R}^{d \times q} \times \mathbb{R}^{q \times n} \to \mathbb{R}$ and its terms $f : \mathbb{R}^{d \times q} \to \mathbb{R}$, $g : \mathbb{R}^{d \times q} \to \mathbb{R} \cup \{+\infty\}$, and $Q : \mathbb{R}^{d \times q} \times \mathbb{R}^{q \times n} \to \mathbb{R}$ have the following properties.

**P1** $\inf_{d \times q, q \times n} L > -\infty$.
**P2** $f : \mathbb{R}^{d \times q} \to \mathbb{R} \cup \{+\infty\}$, $g : \mathbb{R}^{d \times q} \to \mathbb{R} \cup \{+\infty\}$ are proper lower semicontinuous.
**P3** $Q : \mathbb{R}^{d \times q} \times \mathbb{R}^{q \times n} \to \mathbb{R}$ is $C^1$.
**P4** $\nabla Q$ is Lipschitz continuous on bounded subsets of $\mathbb{R}^{d \times q} \times \mathbb{R}^{q \times n}$.
**P5** $L$ has the Kurdyka–Łojasiewicz inequality at each point of the domain of $f$.

Property P1 is trivial. Property P2) stems from the fact that $f$ and $g$ have a nonempty domain and are continuous. Property P3) is a consequence of $Q$ being $C^\infty$, which also implies P4) since $\|\nabla^2 Q\|$ is bounded in the spectral norm (i.e., the matrix norm induced by the Euclidean norm) in any bounded subset of $\mathbb{R}^{d \times q} \times \mathbb{R}^{q \times n}$. Property P5) stems from the fact that $L$ is a finite sum of semialgebraic functions (indicator of polyhedral sets, polynomial functions, and Euclidian norms) [35], [40].

From (6) and (7), we have $L(A(t), X(t)) \geq L(A(t+1), X(t)) \geq L(A(t+1), X(t+1))$. That is, the sequence $L(A(t), X(t))$ is decreasing. Given that $\alpha > 0$ and $\beta > 0$, then $L$ is coercive, i.e.,

$$\lim_{\|A, X\|_F \to \infty} L(A, X) = \infty.$$

Therefore, $\|A(t), X(t)\|_F$ is bounded. Otherwise, $L(A(t), X(t))$ could not be decreasing.

Taking into account properties P1–P5) and the fact that $\|A(t), X(t)\|_F$ is bounded, then invoking [35, Th. 9], we conclude that $(A(t), X(t))$ converges to a critical point of $L$. \[\square\]
B. Applying R-CoNMF

R-CoNMF may be applied assuming that the number of endmembers is either 1) known or 2) unknown. As previously discussed, in the optimization problem (2), the regularizer on the abundance matrix, i.e., $\alpha \|X\|_{2,1}$, aims at predicting the number of endmembers, whereas the volume regularizer on the mixing matrix, i.e., $(\beta/2)\|A - P\|_F^2$, targets for unmixing. Therefore, in the former case, we set $q = p$ and $\beta \gg \alpha$, thus removing the $\ell_2,1$ regularizer from the objective function, although keeping the constraint set $S_{\alpha}$. In the latter case, we first apply R-CoNMF to infer the number of endmembers by using $\alpha \gg \beta$. After obtaining the correct number of endmembers, we then apply again R-CoNMF as described in scenario 1).

Let us consider scenario 2). In this case, we run R-CoNMF for a fixed $q > p$, in which we set $\alpha \gg \beta$. We empirically found out that $\beta$ can be very small, $\beta \rightarrow 0$, and $\alpha$ can be very large, which would not influence the solution. Let us define $\xi(i) = \|x^i\|_2$, for $i = 1, \ldots, q$, as a measure of the sparsity of abundances associated with the corresponding endmembers $a_i$, for $i = 1, \ldots, q$. Ideally, we should have $\xi(i) = 0$ if $a_i$ is not active. Due to the impact of noise and model errors, we relax that criterion as follows: We consider that an endmember $a_i$ is active, if $\xi(i) > \xi$, for a small $\xi > 0$. Fig. 5 shows the obtained $\xi$ and the reconstruction error for a problem with $p = 6$, $n = 4000$, and zero-mean Gaussian independent and identically distributed (i.i.d.) noise with SNR = 30 dB. The application of the above criterion with any value of $\xi$ between 0.5 and 4 yields $p = 6$, which is the correct estimate of the number of endmembers. Notice that this number could also be obtained from the plot of the reconstruction error. In more complex scenarios with a lower SNR and a larger number of endmembers, we may devise a strategy to combine both indicators.

IV. EXPERIMENTS WITH SIMULATED DATA

In this section, we evaluate the proposed R-CoNMF method using synthetic hyperspectral data. The advantage of using synthetic scenes is that they offer a fully controlled analysis scenario in which the properties of our algorithm can be precisely investigated. The synthetic scenes have been generated using the LMM in (1). The scenes comprise $n = 4000$ pixels, and the spectral signatures used for their generation were randomly selected from the USGS digital spectral library. To ensure the difference among the endmembers used for simulation purposes, the spectral angle distance (SAD) between any two spectral signatures is bigger than $10^\circ$. Furthermore, let $p_{mix}$ be the number of endmembers in one pixel. In real scenarios, it is possible to have a large number of endmembers in a scene, for instance, $p \geq 10$. However, it is unlikely to have a large number of endmembers in one pixel. That is, in general, $p_{mix}$ is relatively small, e.g., $p_{mix} \leq 5$. Based on this observation, for the simulated data, if $p \geq 5$, we set $p_{mix} = 5$. Otherwise, if $p < 5$, we set $p_{mix} = p$. Finally, to ensure that no pure pixels are present in the synthetic images, we discard all pixels with abundance fractions larger than 0.8, i.e., $\max(s_i) \leq 0.8$.

In the case of $q = p$, let $\hat{M} = A$ and $\hat{S} = X$ denote the estimates of $M$ and $S$, respectively. As performance indicators, we use the relative reconstruction error $\text{RRE} = \|Y - \hat{MS}\|_F^2 / \|Y\|_F$, the SAD (in degrees), and two error metrics focused on evaluating the quality of the estimated endmembers, i.e., $\|\hat{M} - M\|_F$, and the quality of the estimated abundances, i.e., $(1/\sqrt{n \times p})\|\hat{S} - S\|_F$.

A. Parameter Setting

First of all, it should be noted that the observed data $Y$ is spherized based on the covariance matrix. In all our experiments, we projected the data onto a $q$-dimensional subspace with $q \geq p$. This is based on the fact that hyperspectral data live in a much lower space, and it is very easy to obtain an overestimation of the lower subspace. This can be easily done by PCA [41], retaining, for instance, 99% of the spectral information. In our simulation, we define the affine projection via singular value decomposition by a given $p$. 

![Fig. 5. Simulated problem with $p = 6$, $n = 4000$, and zero-mean Gaussian i.i.d. noise with SNR = 30 dB. For the volume regularizer, we use the VCA solution as its boundary. (a) Reconstruction error as a function of the estimated number of endmembers. (b) Degree of sparseness $\xi$ for $q = 15$.](image-url)
In addition, there are four parameters: \( \alpha, \beta, \lambda = \{\lambda_0, \lambda_1, \ldots, \lambda_\ell, \ldots\} \), and \( \mu = \{\mu_0, \mu_1, \ldots, \mu_\ell, \ldots\} \), and the volume regularizer \( P \) involved in R-CoNMF. For these parameters, we use the following settings in our experiments.

- As discussed in Section III-A, R-CoNMF converges for any \( \lambda_\ell > 0 \) and \( \mu_\ell > 0 \). In the following experiments, we use \( \lambda_\ell = 1 \) and \( \mu_\ell = 1 \).
- As presented in Section III-B, in all our experiments, we perform two steps for R-CoNMF: a first step to determine the number of endmembers and a second step in which the data are unmixed.
  - In the first step, in which the number of endmembers is assumed to be unknown, i.e., \( q > p \), we set \( \alpha = 10^{-1} \) and \( \beta = 10^{-8} \). This aims at estimating the number of endmembers by enforcing the \( \ell_{2,1} \) regularizer, where the estimation is insensitive to \( \alpha \).
  - In the second step, where the number of endmembers is assumed to be known, i.e., \( q = p \), we have a more difficult situation to set \( \beta \). However, we empirically found out that it is easy to obtain a suboptimal setting. Fig. 6 shows the obtained spectral signatures by using different settings of \( \beta \): 1) \( P \) is provided by VCA; and 2) \( P \) is defined by the data mass, for a simulated problem by using three endmembers, 4000 pixels, SNR = 30 dB, and \( \alpha = 10^{-8} \), in which \( \beta \) changes from 10 to 10\(^{-5} \) from black to red. From this example, we can see that it is easy to define a good setting of \( \beta \). Therefore, in our experiments, when \( q = p \), we set \( \beta = 10^{-1} \) and \( \alpha = 10^{-8} \).
- In Figs. 1 and 6, we can also observe that R-CoNMF is more robust with the volume regularizer defined by a given solution. Therefore, for the volume regularizer, we use the pure-pixel-based solution provided by the VCA algorithm [39] as its boundary.

Finally, we also emphasize that all the values reported in the subsequent tables are obtained as the average of 30 independent Monte Carlo runs, whereas the results displayed in figures correspond to one of the 30 Monte Carlo runs conducted.

B. Experiment 1: Estimation of the Number of Endmembers

This experiment aims at evaluating the performance of R-CoNMF for the estimation of the number of endmembers. In the experiments, we set \( \alpha \gg \beta \), which mainly focuses on the collaborative constraint. Before describing the results obtained in this experiment, we introduce three new performance discriminators. Let \( \ell(q) = \| Y - \hat{A}X \|_F^2 \) be the reconstruction error obtained for \( q \) endmembers. We emphasize that, for \( q = 1, \ldots, p \), \( \ell(q) \) should decrease. Therefore, we should be able to easily find a good estimated number of endmembers if \( q \) is equal to (or slightly larger than) \( p \). Let \( \varepsilon = \| N \|_F \) be the noise level. Ideally, when \( q \geq p \), \( \ell(q) \approx \varepsilon \). In this experiment, we use the two aforementioned discriminators, i.e., \( \ell(q) \) and \( \zeta(i) \), to evaluate the capacity of R-CoNMF in identifying the real number of endmembers in a scene.

Fig. 7 shows the results obtained by the three considered discriminators for two cases: \( p = 6 \) and \( p = 10 \). For Fig. 7(a), we can conclude that when \( q < p \), the reconstruction error is relatively big, and when \( q \geq p \), the reconstruction error significantly decreases, which is similar to the noise level \( \varepsilon \). Therefore, it is easy to identify the correct number of endmembers by analyzing the turning point of the reconstruction error. Furthermore, Fig. 7(b) and (c) shows the collaborative regularizer and the estimated abundance matrix, respectively. It can be observed that the number of endmembers can be correctly estimated.

Finally, we perform a comparison with HySime for estimating the number of endmembers. The proposed R-CoNMF estimated the subspace by including the sum-to-one and non-negativity constraints, whereas HySime performs estimation just on the linear mixing model. Ideally, R-CoNMF exploits more prior information. However, we observed that when the
Fig. 7. (a) Reconstruction error $\|Y - \hat{MS}\|_2^2$ obtained by R-CoNMF for a simulated problem and SNR = 30 dB, as a function of the estimated number of endmembers $q$. (b) Regularizer of the abundance matrix $\hat{X}$. (c) Estimated abundance matrix $\hat{X}$. 

number of endmembers is small, i.e., $p < 8$, both methods lead to very good performance. The advantage of using more prior information for the proposed R-CoNMF comes when $p$ increases. For $p = 10$, R-CoNMF missed seven times, whereas HySime missed nine, out of 30 runs. When $p = 15$, R-CoNMF only provided the correct estimation six times, whereas HySime provided the correct estimation two times. The other estimation varies in 12–16. This slight difference indicates that with more prior information in hand, R-CoNMF can lead to better estimates of the data subspace.

C. Experiment 2: $q = p$

In a second experiment, we evaluate the performance of R-CoNMF in the case that the number of estimated endmembers coincides with the number of real endmembers, i.e., $q = p$. Here, we use the MVC-NMF algorithm in [25], MVSA [26], and SISAL [27] for comparison with our method. Table I displays the results obtained by MVC-NMF and our proposed R-CoNMF algorithm for all considered performance discriminators for different values of $q = p = \{4, 6, 8, 10, 15\}$. In all cases, we considered an SNR of 30 dB and reported the results obtained from averaging the results of 30 Monte Carlo runs.

From the results reported in Table I, we can make the following observations. First and foremost, when there are only a few endmembers in the image (e.g., $q = p = 4$), all algorithms obtained very good results. This is expected, since in this case, it is relatively easy to solve the optimization problem. It is interesting to observe that as the number of endmembers increases, R-CoNMF obtained very good performance (note the good performance obtained for the case $q = p = 10$). Even in a very difficult scenario such as $q = p = 15$, the solution provided by R-CoNMF is still useful. It should be noted that in cases with a relatively high number of endmembers (i.e., $q = p \geq 8$), the other algorithms yield useless results. This is because when the number of endmembers increases, most pixels are likely to fluctuate around the facets, which is a situation in which minimum-volume-based algorithms are likely to fail [3]. Even in this difficult scenario, in which MVC-NMF, MVSA, and SISAL could not provide feasible results, the proposed R-CoNMF was able to provide a reasonable solution. Based on this experiment, we can conclude that R-CoNMF is quite robust and has no strong constraints related with the quality of the analyzed data set.

For illustrative purposes, Fig. 8 shows the signatures estimated by R-CoNMF and MVC-NMF. The estimated spectral signatures by R-CoNMF are similar to the real ones, whereas those estimated by MVC-NMF are slightly different. Similar observations can be made from the difference maps between the real and estimated abundance maps, as shown in Fig. 9, where the difference of R-CoNMF is much smaller than that of
TABLE I

<table>
<thead>
<tr>
<th>q = p</th>
<th>R-CoNMF</th>
<th>MVC-NMF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$|\mathbf{M} - \mathbf{M}|_F$</td>
<td>$|\mathbf{S} - \mathbf{S}|_F$</td>
</tr>
<tr>
<td>4</td>
<td>0.17±0.09</td>
<td>0.01±3e-3</td>
</tr>
<tr>
<td>6</td>
<td>0.20±0.08</td>
<td>0.01±4e-3</td>
</tr>
<tr>
<td>8</td>
<td>0.76±0.23</td>
<td>0.02±0.01</td>
</tr>
<tr>
<td>10</td>
<td>1.28±0.50</td>
<td>0.03±0.01</td>
</tr>
<tr>
<td>15</td>
<td>3.13±1.81</td>
<td>0.05±0.01</td>
</tr>
</tbody>
</table>

$q = p$,

\[ q = p. \]

**D. Experiment 3: Robustness to Noise**

In this experiment, we illustrate the performance of the proposed R-CoNMF under different noise conditions with a simulated scenario given by $p = q = 5$. The goal of this experiment is mainly to illustrate the performance of the algorithm with different noise levels. Table II reports the unmixing results obtained by R-CoNMF under different noise levels, considering SNR values of 20, 40, 60, and 80 dB. As shown in Table II, when the noise level is moderately low (i.e., SNR of less than 40 dB), the proposed R-CoNMF can obtain very good unmixing results. In turn, when the level of noise significantly increases (i.e., SNR of 20 dB), the quality of the unmixing results decreases, particularly with regard to the SAD metric. However, it should be noted that 20 dB is not a realistic noise level given the SNR of current imaging spectrometers. As a result, we can conclude that the results reported in Table II indicate very high robustness to noise by the proposed CoNMF.
TABLE II
UNMIXING RESULTS OBTAINED BY CoNMF IN A SIMULATED SCENARIO WITH $p = 5$, $q = 5$, AND DIFFERENT NOISE LEVELS, WITH SNR VALUES OF 20, 40, 60, AND 80 dB

<table>
<thead>
<tr>
<th>SNR</th>
<th>$|M - M|_F$</th>
<th>$\frac{1}{\sqrt{n_p}} |S - S|_F$</th>
<th>SAD</th>
<th>RRE</th>
<th>$|M - M|_F$</th>
<th>$\frac{1}{\sqrt{n_p}} |S - S|_F$</th>
<th>SAD</th>
<th>RRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.91±0.39</td>
<td>0.03±0.01</td>
<td>3.68±3.08</td>
<td>0.10±1e-4</td>
<td>1.15±0.38</td>
<td>0.04±0.01</td>
<td>3.80±1.50</td>
<td>1.88±0.37</td>
</tr>
<tr>
<td>40</td>
<td>0.21±0.07</td>
<td>0.01±2e-3</td>
<td>0.58±0.30</td>
<td>0.01</td>
<td>1.31±0.61</td>
<td>0.04±0.01</td>
<td>3.14±1.22</td>
<td>0.03±0.01</td>
</tr>
<tr>
<td>60</td>
<td>0.22±0.07</td>
<td>0.01±2e-3</td>
<td>0.70±0.50</td>
<td>1e-3</td>
<td>1.14±0.22</td>
<td>0.04±0.01</td>
<td>2.88±0.64</td>
<td>0.01±4e-3</td>
</tr>
<tr>
<td>80</td>
<td>0.21±0.07</td>
<td>0.01±2e-3</td>
<td>0.66±0.30</td>
<td>4e-4</td>
<td>0.97±0.28</td>
<td>0.03±0.01</td>
<td>2.53±0.84</td>
<td>0.01±0.01</td>
</tr>
</tbody>
</table>

V. EXPERIMENTS WITH REAL DATA

The scene used in our real-data experiments is the well-known Airborne Visible Infra-Red Imaging Spectrometer (AVIRIS) Cuprite data set [42], available online in reflectance units. This scene has been widely used to validate the performance of endmember extraction algorithms. The portion used in experiments corresponds to a 250 × 191 pixel subset of the sector labeled f970619t01p02r02 in the online data.

The scene comprises 224 spectral bands between 0.4 and 2.5 μm, with a nominal spectral resolution of 10 nm. Prior to the analysis, bands 1–2, 105–115, 150–170, and 223–224 were removed due to water absorption and low SNR in those bands, leaving a total of 188 spectral bands. The Cuprite site is well understood mineralogically and has several exposed minerals of interest, all included in the USGS library considered in experiments, denoted splib06 and released in September 2007.

In our experiments, we use spectra obtained from this library (convolved and downsampled to AVIRIS wavelengths) to substantiate the quality of the endmembers derived by R-CoNMF. It should be noted that these data have been extensively used as a benchmark for spectral unmixing applications in previous work [3]. As a result and for space considerations, we only conduct comparisons with MVC-NMF in this work. For a more detailed comparison with other methods, we refer to the review work in [3].

For illustrative purposes, Fig. 10(a) shows a mineral map produced in 1995 by USGS, in which the Tricorder 3.3 software product was used to map different minerals present in the Cuprite mining district. The 250 × 190 pixel subscale used in our experiments is shown in Fig. 10. It should be noted that all experiments with this subscale have been performed in a desktop PC with an Intel Core i5 CPU and 4 GB of RAM. Concerning the parameters involved in R-CoNMF, we consequently follow the settings in the simulated experiments.

Regarding the affine projection, we have used the projective projection instead of the affine projection (see [3]), as the former works slightly better in this example. Finally, it should be noted that for the initialization, we run VCA $t = 30$ times and retain the simplex of maximum volume to produce a good initialization, as CoNMF is constrained by the VCA solution. In the case of VCA, this makes sense given the random directions that this algorithm uses to find the extremes of the simplex. For $t = 30$, this procedure takes just 2 s in a standard PC.

A. ESTIMATION OF THE NUMBER OF ENDMEMBERS: $p$

The estimation of the number of endmembers is a challenging issue for the AVIRIS Cuprite scene, due to the strong spectral variability and the large number of mineral alterations present in the scene. According to the official ground truth map generated by the Tricorder 3.3 software and the USGS library, we can identify up to five groups of minerals with 79 endmembers (including different alterations for the same minerals). If we use the VD to estimate the number of endmembers [43], we obtain $p = 14$ endmembers (see [39]) and $p = 9$ for a subset of this image (see [25]). According to the HYSiMe algorithm [20],
we can obtain an estimate of $p = 14$ endmembers. However, with $p = 14$, by looking at the results reported in the literature, such as [25], [26], and [29], it can be observed that some of the abundance maps are mostly noise. This is related to the spectral variability and the presence of mineral alterations, which results in spurious endmembers for a given mineral. It should be noted that there is no official agreement regarding the number of endmembers for this data set in the literature, as different algorithms provide different estimations. Therefore, to address the spectral variability and the presence of mineral alterations, we feel that human interpretation is needed for the estimation of the number of endmembers. We adjust the HySime algorithm by setting a threshold $\tau$ controlling the noise and signal level. After interpreting the results, we obtain $p = 10$ endmembers by setting $\tau = 1e^{-4}$. Notice that we use $p = 10$ as a baseline to evaluate the proposed R-CoNMF.

To evaluate the ability of R-CoNMF to estimate the number of endmembers, we use a scenario in which $q$ is slightly bigger than the $p$ estimated by HySime, i.e., $q = 11$, where Fig. 11 shows the obtained degree of sparseness of the abundances, and Fig. 12 shows the abundance maps corresponding to the three endmembers with lower $\zeta$. It can be observed that (a) corresponds to mineral Buddingtonite, (b) is Muscovite, and (c) is a noisy map. Due to the impact of spectral variability and data complexity, the degree of sparseness of endmember 1 (see Fig. 11) is not zero. However, as shown by its corresponding abundance map [see Fig. 12(c)], the map is noisy in comparison with the other abundance maps. For further analysis, Fig. 12(d) shows the abundance map of Montmorillonite. It is clear that when $q > p$, some of the endmembers are duplicates (alterations) of the real ones, i.e., Fig. 12(c) is a duplicate of Fig. 12(d). Therefore, we can infer that endmember 1 in Fig. 11 can be considered as a redundant endmember, which supports the estimation of ten endmembers provided by our proposed R-CoNMF. This is consistent with the number of endmembers estimated by HySime under the given threshold. It should be noted that, here, we resorted to human interpretation to analyze the result of R-CoNMF, which aims at better understanding the outputs of the endmembers and the abundances.

![Fig. 11. Regularizer of the abundance matrix $\hat{X}$ $\zeta(i) = \|\hat{x}\|_2$ with $\zeta(i) = \|\hat{x}\|_2$ for the Cuprite data by using $q = 11$ endmembers.](image)

![Fig. 12. Abundance maps associated with the endmembers in Fig. 11. (a) Endmember 3. (b) Endmember 5. (c) Endmember 1. (d) Endmember 8.](image)

This is due to the fact that the true number of endmembers for the considered data set is an open issue in the literature. Nevertheless, the index in Fig. 11 provides us with an empirical procedure to determine the number of endmembers.

### B. Unmixing

After obtaining the number of endmembers, that is, $p = 10$, we analyze the impact of the mixing matrix to estimate the spectral signatures and abundance fractions. Fig. 13 shows, for each of the endmembers extracted by the R-CoNMF algorithm, a plot of the extracted endmember and its corresponding USGS library signature (along with the SAD between each pair of signatures) and the estimated fractional abundance map. The associations between each endmember and the corresponding USGS library signature were established by using both visual interpretation of the estimated abundances (with regard to the reference map in Fig. 10) and the SAD between the obtained spectral signature and its corresponding library signature. At this point, we emphasize that the analysis scenario is a complex one, in which the same mineral has different alterations present in the library, and there is strong variability for the same kind of mineral. We also emphasize that we are comparing image-derived endmembers with USGS library signatures acquired in perfect conditions and without atmospheric interferers. With the aforementioned considerations in mind, the results reported in Fig. 13 indicate that the estimated endmembers generally provide a good match with regard to the corresponding library signatures.

### VI. Conclusion and Future Lines

In this paper, we have proposed a new algorithm for hyperspectral unmixing termed R-CoNMF. The proposed algorithm is able to perform the three main steps of the spectral
unmixing chain: 1) estimation of the number of endmembers; 2) identification of the spectral signature of each endmember; and 3) estimation of the corresponding abundances in each pixel of the scene. Our experimental results, conducted using both simulated and real data sets, indicate that the algorithm is able to provide a good estimate of the number of endmembers when this information is not available a priori (when the information is available, it can also be effectively used by the algorithm) and generate high-quality endmember signatures and abundance estimations even in scenarios dominated by high-noise conditions. The algorithm is also tested in a popular real scenario, using the well-known AVIRIS Cuprite data set, and compared with other state-of-the-art algorithms that have been routinely used in the hyperspectral community, exhibiting similar or better performance than these algorithms.

As with any new method, there are a few issues that may present challenges over time and deserve future investigation. First and foremost, the setting of parameter $\beta$ involved in the volume regularizer in R-CoNMF (as a well-known difficulty in inverse problems) is still an open issue that deserves further investigation. Furthermore, the complexity of the algorithm can be high for scenarios with a large number of endmembers. However, this complexity is similar to those exhibited by other instances of NMF, which have been shown to be appealing for efficient parallel implementations [43], [44]. Another aspect deserving future attention is a more detailed investigation of the performance of the algorithm in highly mixed scenarios, given the current trend of Earth observation missions to provide a larger coverage of the surface of the Earth, which often leads to coarser spatial resolutions.
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