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Subpixel Component Analysis for Hyperspectral
Image Classification
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Abstract—Land-cover classification with  hyperspectral
imagery has been an active topic in the remote sensing
community. It aims at relating a unique class label to each pixel
in the scene, so that it can be well defined by a given land cover
type. In this paper, we explore the intrinsic characteristics of
hyperspectral imagery from a subpixel-level perspective and
propose a new subpixel component analysis (SCA) approach for
feature extraction and land-cover classification. The core idea of
SCA is that we extract a subpixel attribute component feature
from the abundance maps. Compared with the abundance maps,
the extracted subpixel feature image shows higher signal-to-noise
level and clearer spatial distribution details. In order to deal
with spectral variability, as well as obtain representative image
endmember signatures and their corresponding abundance
maps, we adopt a regional clustering-based spatial preprocessing
(RCSPP) strategy for endmember identification, and a partial
unmixing model based on mixture tuned matched filtering
(MTMF) for abundance estimation. Furthermore, to highlight
the spatial distribution details as well as eliminate the noise
disturbance in the derived abundance maps, we perform sparse
image decomposition on the obtained abundance maps, thus
achieving a new subpixel feature representation for classification.
Our experimental results reveal that the proposed SCA approach
can obtain feature representation with explicit physical meaning,
clear spatial distribution details, and better noise robustness,
leading to state-of-the-art classification results.

Index Terms— Hyperspectral image classification, partial
unmixing, regional clustering-based spatial preprocessing
(RCSPP), subpixel component analysis (SCA).
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I. INTRODUCTION

AND use/land cover (LULC) classification aims at
assigning a unique class label to each pixel in the
scene, so that it can be well defined by a given land cover
type [1], [2]. Accurate LULC classification is of great benefit
to land management and planning tasks, as well as envi-
ronmental monitoring [3]. In recent decades, hyperspectral
imagery has been widely used for land-cover classification
purposes [4]-[6]. Hyperspectral imagery comprises hundreds
of continuous and narrow spectral channels. For example,
the well-known airborne visible infrared imaging spectrome-
ter (AVIRIS) provides more than 200 spectral channels with a
spectral resolution of 10 nm and a wavelength range from 0.4
to 2.5 um [7]. Such fine spectral resolution provides strong
discriminability for different land cover types. However, a very
fine spectral resolution often requires a large instantaneous
field of view, thus leading to limited spatial resolution. As a
result, pixels in a hyperspectral image are usually a mixture
of different constituent substances located in their respective
pixel coverage [8]. The existence of mixed pixels poses a
great challenge to accurate classification [9]. Moreover, due
to the difficulty of sample collection, training samples in
remote sensing are difficult to obtain, and the imbalance
between the limited number of available training samples
and the high dimensionality of the data often challenges the
learning stage of the classification model [10], [11]. On the
one hand, very few training samples generally result in an
ill-posed problem for some classification methods [12]. On the
other hand, high data dimensionality can easily result in
an overfitting problem, thus weakening the generalization
ability of the classifier. Many algorithms have been proposed
for dimensionality reduction, such as the locality adaptive
discriminant analysis algorithm in [13], designed to learn a
representative data subspace. An optimal clustering framework
is also constructed in [14] for hyperspectral band selection.
On the surface, the mixed pixels have a certain negative
impact on accurate classification. However, some positive
factors can be found through an in-depth analysis of the
physical formation mechanism of mixed pixels, and related
research has been developed. Luo and Chanussot [15] regarded
abundance maps as a kind of feature for hyperspectral
image classification purposes. Compared with conventional
pixel-level feature extraction methods, such as principal com-
ponent analysis (PCA), minimum noise fraction (MNF), inde-
pendent component analysis (ICA), and so on, the abundance
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features show better spatial distribution details of different
ground objects and have a more explicit physical meaning.
In this method, the number of endmembers is determined by
an eigenvalue-based strategy [16], and the vertex component
analysis (VCA) [17] is adopted for endmember identifica-
tion purposes. After obtaining the set of endmember signa-
tures, it adopts the fully constrained linear spectral unmixing
(FCLSU) [18] technique for abundance estimation. Consid-
ering that a lot of noise disturbance exists in the obtained
abundance maps, Luo er al. [19] introduced a preliminary
segmentation algorithm on the obtained abundance maps and
chosen the average value of each segment partition as the final
features for classification. Although adopting an unsupervised
classification scheme, to the best of our knowledge, this is the
first framework that uses subpixel abundance information for
classification purposes.

Recently, feature extraction based on subpixel abun-
dance information has been exploited under a supervised
scheme [20], [21]. In this scheme, a partial unmixing model
based on the mixture-tuned matched filtering (MTMF)
technique [22]-[24] is adopted for abundance estimation,
which can estimate the abundance of a known target mate-
rial in the presence of a composite background. In [21],
different unmixing chains are proposed to identify the end-
member signatures, including conventional spectral-based
endmember identification methods such as VCA [17], spa-
tial preprocessing-based unmixing methods such as spatial
preprocessing (SPP) [25], clustering-based methods, and a
method that calculates the average of the training samples
in each class. The experimental results reveal that all the
aforementioned unmixing chains can obtain abundance fea-
tures with clearer spatial distribution details than conventional
approaches, such as PCA and MNF. Furthermore, considering
the coexistence of pure and mixed pixels in real hyperspectral
scenes, Li et al. [26] proposed a technique for complementary
integration of discriminative classification and spectral unmix-
ing in a semisupervised classification framework. Different
from the strategies presented in [21], where all pixels are
handled in a similar way, Li et al. [26] suggested that different
strategies should be applied to deal with each kind of pixel,
depending on its spectral purity. If a pixel is highly mixed,
it can be characterized by a partial unmixing model. If a pixel
is more spectrally pure, its spectral information can be directly
used for classification purposes.

From a subpixel-level perspective, the aforementioned
abundance information provides a new kind of feature repre-
sentation for classification purposes, and this kind of abun-
dance features own explicit physical meaning, which can
lead to competitive classification accuracy. However, due to
the difficulty of sample collection and labeling as well as
the prevalence of spectral variability [27], [28] in the scene,
errors in endmember identification can also lead to errors in
abundance estimation [29], [30]. As a result, the classification
accuracy obtained by directly using such inaccurate abundance
maps can still be significantly improved.

On the one hand, in order to better identify endmem-
ber signatures, the integration of spectral and spatial infor-
mation in the hyperspectral image has attracted extensive
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attention [31]-[34]. It is based on the fact that endmember
signatures are more likely to appear in spatially homogeneous
regions, which exhibit the most singular signatures. Generally,
the pixels in these regions have been identified by using unsu-
pervised clustering methods [35]-[38] (e.g., ISODATA [39],
K-means, or the hierarchical segmentation algorithm [40]).
Then, the spectrally pure candidate pixels are selected for
subsequent processing. Compared to using all image pixels,
the number of candidate pixels selected this way is much
smaller, and these candidates are often more spectrally pure
and representative. However, unsupervised clustering meth-
ods just consider the spectral information while neglect-
ing the spatial correlation among adjacent pixels. Recently,
superpixel-based segmentation methods have been introduced
to obtain homogeneous partitions in the scene, including
graph-based algorithms [41], turbopixel [42], simple linear
iterative clustering [43], and regional clustering-based SPP
(RCSPP) [44]. These superpixel methods, while acting as
unsupervised clustering methods, can obtain homogeneous
regions with better spatial continuity and spectral similarity,
thus promoting a more accurate identification of endmembers.
In any event, and regardless of the technique used for endmem-
ber identification purposes, it is not always easy to extract a
complete endmember set from the image data [45].

On the other hand, by means of the partial unmixing model,
the obtained abundance maps are calculated by projecting
on a particular endmember signature. Thus, the result itself
reflects the spatial distribution details of a particular ground
object, which improves the classification accuracy. However,
due to the noise disturbance, a direct use of these abundance
maps straightforwardly brings a lot of classification errors.
Therefore, it is feasible and necessary to carry out further
feature extraction from these noisy abundance maps.

In this paper, we propose a new subpixel component analy-
sis (SCA) approach for feature extraction and classification
of hyperspectral imagery. First, in order to deal with spectral
variability, as well as obtain representative image endmember
signatures and their corresponding abundance maps, we intro-
duce an RCSPP [44] strategy for endmember identification,
and a partial unmixing model based on MTMF for abundance
estimation [22], [23]. Then, the SCA approach is performed
on the previously obtained abundance maps for further fea-
ture extraction, thus obtaining a subpixel feature represen-
tation with clearer distribution details, stronger discriminant
ability, and better noise robustness. Our newly developed
SCA is derived from the theory of sparse image decompo-
sition, which can decompose abundance feature images into a
pair of attribute components (e.g., smoothness and texture).
Then, the smoothness component is fed into the classifier
to obtain better classification accuracy. Compared with the
conventional hyperspectral classification methods, the main
innovative contributions of our work can be summarized as
follows.

1) First, we exploit subpixel-level features for hyperspec-
tral imagery classification, while most conventional
classification schemes mainly focus on pixel-level or
object-level features. This kind of subpixel feature rep-
resentation can provide features with explicit physical
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Fig. 1.

meaning while addressing the presence of mixed pixels
in the scene.

2) Second, we introduce a new endmember identification
strategy. Compared to the strategies that perform unmix-
ing on available (limited) training sets [21], the proposed
strategy, which does not require any training samples,
can obtain more representative endmember signatures
directly from the original image.

3) Third, we perform feature extraction on the noisy
abundance maps and propose a new SCA approach.
Corresponding to the abundance features, the obtained
subpixel component features eliminate the noise distur-
bance and highlight the distribution details of ground
objects, leading to higher classification accuracy.

The remainder of this paper is organized as follows.
Section II presents the new SCA approach in step-by-step fash-
ion. Section III discusses experimental results to comprehen-
sively assess the performance of our new SCA approach. The
experiments are carried out on four benchmark hyperspectral
data sets, and the first two data sets are acquired by the AVIRIS
sensor over the Indian Pines region in the Indiana and Kennedy
Space Center (KSC), Merritt Island, FL, USA, respectively.
The third data set is collected by the ROSIS sensor over the
University of Pavia, Pavia, Italy. The last data set is collected
by a hyperspectral data collection experiment (HYDICE)
airborne flight over the Washington DC Mall, USA. Section IV
concludes this paper with some remarks and hints at plausible
future research lines.

II. METHODOLOGY

In this section, we describe the newly proposed SCA
approach. In our proposed approach, the linear mixing model
(LMM) [45] is used to model each mixed pixel. For a given
hyperspectral pixel vector x, the LMM can be written as

x=Ma+n (1)

where M := [my, ..., m,] stands for the endmember matrix,
a:=lay,...,a p]T stands for a fractional abundance vector,
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Block diagram of the proposed SCA approach for hyperspectral image classification.

p is the number of endmembers, and n accounts for additive
noise and model mismatches. Since the value of a stands
for the abundance fractions, it should satisfy two constraints:
abundance nonnegativity, i.e., @; > 0, and abundance sum-to-
one, i.e., Zle a; = 1, respectively [18]. Based on the LMM,
our purpose is to identify the endmember signatures from
the image and then estimate their corresponding abundance
maps. This kind of abundance maps can be thought of as a
preliminary subpixel feature representation and can be used
for further feature extraction. A block diagram of the proposed
SCA approach is given in Fig. 1, including four main steps
that are described as follows.

1) In step 1, the RCSPP strategy [44] is used to select a
subset of candidate pixels from the set of original image
pixels. Although we can perform endmember identifica-
tion on the whole set of image pixels directly, the com-
putational burden is quite high. Recent studies have
indicated that the integration of spectral-spatial informa-
tion usually exhibits better unmixing performance [31].
In [44], the RCSPP strategy is shown to exhibit fast
computational speed and adaptivity to the spectral vari-
ability. After obtaining the candidate pixels, a K-means
clustering procedure is performed on them, and only
the centers of each cluster are chosen as representative
endmember signatures.

2) In step 2, a partial MTMF unmixing model [23], [24]
is used for abundance estimation. Compared to the
FCLSU [18], which requires a full set of endmember
signatures in advance, the partial unmixing model can
map a known endmember signature without knowing the
other background endmember signatures.

3) In step 3, subpixel component decomposition is per-
formed on the obtained abundance features for further
feature extraction, where the abundance feature images
are decomposed into a pair of attribute components.

4) In step 4, the smoothness components are chosen as
new subpixel features and fed into the classifier. In our
experiments, two types of classifiers, including the sup-
port vector machine (SVM) [46], [47] and multinomial
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logistic regression (MLR) [48], [49], are used for clas-
sification purposes. In the following, we provide the
details of each building block.

A. Endmember Identification

In [21] and [26], two sources of information are exploited
for the identification of endmember signatures: the original
image pixels and the labeled training set. The former often
contains a large number of mixed pixels, which poses a great
challenge for the identification of pure signatures. Due to the
difficulty of sample collection, it is also a great challenge to
obtain complete and representative endmember sets from the
latter. Therefore, in order to acquire all endmember signatures
from the image accurately, we developed a rapid and reliable
endmember identification strategy. This strategy is derived
from the RCSPP algorithm [44]. In the RCSPP, a regional
clustering procedure is introduced, which can quickly divide
the original image into a series of homogeneous partitions.
Then, the candidate endmembers are picked out from each
partition by using a PCA-based projection technique. Com-
pared to using all image pixels, the number of obtained
candidate endmembers by means of the RCSPP is smaller,
and these candidates are more pure and representative. As a
result, the endmember signatures only need to be extracted
from the set of candidates provided by the RCSPP. A more
detailed description of the aforementioned procedure is given
as follows.

Aiming at the generation of homogeneous partitions,
we adopted a regional clustering procedure which transforms
the traditional global search into a local search. As a result,
not only the spatial correlation and the spectral similarity
are intrinsically incorporated at the clustering step but also
fast clustering speed is obtained. First, we need to define
the initial number of clusters and each cluster center. Here,
the number of clusters is determined according to the spatial
resolution of target hyperspectral imagery. Concretely, we use
a spatial neighborhood purity index (SNPI) [50] to measure
the purity of clustered partitions. If SNPI values of clustered
partitions are larger than a predefined threshold, we stop
further subdivision, which means that the homogeneity of
these partitions has met the requirements. Let us suppose that
the number of clusters is denoted by C. We first divide the
original image into C nonoverlapping subblocks with the same
scale, then the initial cluster centers are set to the central
position of each subblock. After finishing the initialization,
the main loop of the regional clustering procedure begins
to run. Here, two key points need to be emphasized as
follows.

1) The first one is related to the search scope of the regional
clustering. Here, we restrict the search scope within a
rectangular neighborhood window around each cluster
center, and the size of the neighborhood window is set to
two times the size of the initial partitions. Although this
setting may generate nonoptimal clustered results from
a local point of view, the obtained clustering partitions
exhibit good homogeneity. Moreover, due to the local
search, the clustering speed is significantly improved.
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2) The second key point is related to the similarity measure-
ment between pixels. For the purpose of integrating spa-
tial and spectral information simultaneously, we design
a new similarity measure criterion which is described
by a weighted sum of the spectral and spatial distance.
Relevant formulas are as follows:

SC = (1 — 2)xSCspe 4 AxSCspa )
31Xy X X

\/(le‘:lxizj) X (Zl;:lxczj)

SCspe = arccos

(3)
SCspa = \/(ix - Cx)z + (iy - Cy)z/d 4

where SCqpe stands for the spectral similarity measure-
ment, which is defined by the spectral angle distance
[see (3)], x; = [xi1,...,xip] is the pixel vector i,
X = [x¢1, ..., Xep] 1S the vector of cluster center pixel,
and b is the number of spectral bands. SCqp, stands for
the spatial similarity measurement, which is defined as a
regularized Euclidean distance [see (4)], where (i, iy)
and (cy, cy) are the spatial coordinates of pixel i and
the corresponding cluster center ¢, and d is the length
of the diagonal for the local search scope. Finally, 4 is a
weighting factor used to balance the spectral and spatial
information.

Once the clustering loop is finished, we can obtain a series
of homogeneous partitions, and the candidate pixels will be
picked out from each partition. Considering that most pure
pixels generally exhibit the most singular signatures in each
homogeneous partition, we adopt a PCA-based projection
technique. Concretely, for each partition, we choose the first
few PCs as projection axes. Then, all pixels in this partition
are projected onto these axes and we record their projection
position. Finally, pixels that fall into the extreme projection
position are picked out as candidate pixels. The number of
pixels in the candidate subset is much smaller than that in the
original image, but it is still far greater than the number of
ground categories in the image. Therefore, we use K-means
clustering to divide these candidate pixels into a specified
number of clusters and choose the cluster centers as the final
representative endmember signatures. A detailed pseudocode
of our adopted endmember identification strategy is given
in Algorithm 1.

B. Abundance Estimation

After obtaining endmember signatures, the corresponding
abundance information can be extracted based on the LMM.
However, in real hyperspectral scenes, spectral variability
intrinsically exists. If we lack a prior knowledge of land cover
types, it will be a challenging issue to obtain endmember
signatures of all ground types. This incomplete endmember
set easily invalidates some conventional unmixing algorithms
(such as FCLSU). To solve this issue, we adopted a partial
unmixing model to estimate the abundance of a known end-
member signature without needing to know the other back-
ground endmember signatures. This partial unmixing model
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Algorithm 1 Pseudocode of Our Endmember Identification
Strategy
Input:
- Hyperspectral image data cube: X € R"*"*0;
- Initial number of clusters: C;
- Weighting factor in Eq. (2): 4;
- Number of iterations: iter.
Output:
- Endmember signatures: M := [my, --- , m,].

// Initialization:
- Divide X into C non-overlapping sub-blocks with the same
scale;
- Set initial cluster center of each sub-block.
// Main looping of Regional clustering:
for it =1 to iter do

for each partition do

- calculate SC between cluster center with neighboring

pixels by using Eq. (2).

end for

- Update each cluster and calculate new cluster center.
end for
// Extract endmember signatures:
for each partition do

- Perform PCA transform and obtain PC vectors;

- Project all pixels onto the first few PCs;

- Choose candidate pixels that fall to the extreme projec-
tion positions.
end for
- Perform K-Means clustering on the set of candidate pixels;
- Choose the cluster centers as the final endmember signa-
tures M.

is based on the MTMF [22] and includes two main phases:
the first phase is a matched filtering procedure, which is
used for abundance estimation, and the second phase is a
mixture tuning procedure, which is used for the identification
and rejection of false positives. Here, we mainly use the
matched filtering part. In addition, considering that the MTMF
generally requires an input data with zero mean and unit
noise variance, we perform the MNF transform on the original
image. Detailed descriptions are given below.

During the matched filtering procedure, the key step is the
calculation of the matched filtering vectors. Then, these filter-
ing vectors will be used as projection axes, and the matched
filtering scores of each pixel are calculated by projecting the
data onto them. This process can also be described as filtering
the input data for good matches to the target spectrum while
suppressing the remaining background spectra. First, the end-
member signatures are transformed into the MNF space. Then,
the transformed endmember signatures are projected onto
the inverse covariance of the MNF transformed image data.
Finally, the projected endmember signatures are normalized
by their magnitudes. Relevant formula is as follows:

_[COV]'#m;
~ (my)T#[COV]~#m;

mfv;

(5)
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where mfv; corresponds to the matched filtering vector of
endmember signature mj, [COV] is the covariance matrix
of the MNF-transformed input image data, [COV]~! is the
inverse matrix of [COV], and # is the projection operator.
Once the matched filtering vectors are obtained, the corre-
sponding abundances can be calculated by projecting the entire
MNF-transformed image onto these projection vectors. Finally,
the abundances of all endmembers are stacked together so as
to form a preliminary set of subpixel features.

C. Subpixel Component Decomposition

The aforementioned abundance feature images contain a
stack of fractional information describing each constitute
substance, which also reflect certain spatial distribution char-
acteristics for different substances. However, due to spectral
variability, one single endmember signature cannot accurately
represent the corresponding constitute substance in each pixel,
thus leading to errors in abundance estimation. Therefore, it is
necessary to perform further feature learning on the set of
abundance features. On the one hand, the noise disturbance
should be eliminated as best as possible; on the other hand,
some more discriminative attribute features can be extracted
from the abundance features so as to further highlight the
spatial distribution details of each ground type. Here, we adopt
a sparse image decomposition approach called SCA. The basic
idea of our newly developed SCA is derived from the MCA
approach [51]. Different from conventional feature extraction
methods (such as PCA or ICA), the SCA approach assumes
that the target abundance image is composed of different
attribute components, and each component can be expressed
as the product of a particular dictionary and the correspond-
ing sparse coefficient. Moreover, this particular dictionary is
unable to provide an effective sparse representation on the
other components. As a result, these dictionaries can be used
to discriminate different components.

Lety e RN denote the obtained abundance feature images,
where N is the number of pixels in y. Following the SCA
approach, y can be decomposed into a smoothness component
ys and a fexture component y;, respectively. These two com-
ponents represent the abundance image y by means of a linear
combination as follows:

y=Y¥s+y +n (6)

where n is the residual in the approximation of the abun-
dance image y. Generally, the smoothness component reflects
the edge contours, shape, and structural features, while the
texture component reflects the spatial texture distribution
characteristics.

In order to recover ys and y; from the abundance image y,
we construct the following sparse optimization problem:

argmin [ly — y; — yi 13 + 21 1% 11 + A2 0%l
(Xg,X7)

stiys =Agxs, Yy =Ax @)

where A and A; stand for two overcomplete dictionaries
corresponding to the smoothness component y; and texture
component y;, respectively. x; and x, stand for the sparse
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Algorithm 2 Pseudocode of the Proposed
Component Decomposition
Input:
- Abundance feature image: y;
- Regularization parameters: A1, 43;
- Threshold of iteration residual: Tp;
- Thresholds for SoftThresholding(): 6%, 0
- Number of iterations: iter.
Output:
- Decomposed attribute components: ys, y;.

Subpixel

// Initialization:

- Initial components: 9? = 57? =0;

- Initial residuals: % = 0, ¢! = T,:

- Randomly choose 10 image sub-blocks with size of 8 x 8
pixels, generate initial dictionaries A? and A(,).

// Component decomposition:

for i =1 to iter do

Al = DictionaryUpdate(y, yé’l, Ai’l);
X, = SUnSAL(A!, y§_1, yﬁfl, A1); //sparse coding

1

s N
R, = Sof1Thresholding (X, 6°);
ys = TotalVariation(§s, ys);

==========[exture component -
A; = DictionaryUpdate(y,y !, Ai=1);
R = SUnSAL(ALyi,yi™", 2); llsparse coding
X, = Sqftrhresholding(ii, 0);
Vi =A%
==========calculate residual
g =std(y —§; — §)-
if & — ¢! < T, then

break;

end if

end for

coefficients corresponding to ys and y;, respectively, 41 and 1>
are the regularization parameters. Generally, instead of solving
the sparse coefficient matrices (X;, X;), we can obtain y and y;
by solving an alternative optimization problem

argmin [ly — ys — y: 3 + 2ITsysli + 20Tyl (8)
(¥s,¥t)

where Ty = (ASTAS)_lAST and T, = (A,TA,)_lAtT are
the pseudoinverse of As; and A,;, which are derived from
ys = Agxy and y; = A;x,, respectively. Concerning
the sparse coding stage, here, problem (8) is solved via
the spectral unmixing by variable splitting and augmented
Lagrangian (SUnSAL) algorithm [52]. A detailed pseudocode
of the proposed subpixel component decomposition is given
in Algorithm 2. It should be noted that, at each iteration,
Ay and A, are updated by using total variation and soft thresh-
old regularization. Concretely, we first perform an analysis
transform (such as curvelet or Gabor) on each dictionary image
subblock. Then, the obtained transform coefficients are penal-
ized via soft thresholds. Finally, the dictionary is reconstructed
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by the penalized coefficients and used for subsequent sparse
image decomposition.

In (8), the quality of dictionaries plays an important role
in the image component decomposition. For the represen-
tation of the smoothness component, multiscale geometric
analysis and harmonic analysis techniques are widely used
to construct dictionaries, including the curvelet, biorthogonal
wavelet, undecimated wavelet, and local ridgelet. Among
these techniques, the curvelet combines the advantages of
ridgelet and wavelet and shows multiple desirable features
such as anisotropy, multiscale, and multidirectional, which
can optimally represent many geometrical features in the
image, including lines, curves, edges, contours, and so on.
With the aforementioned issues in mind, we adopted the
curvelet technique to construct the smoothness dictionary. For
the representation of texture component, two techniques are
widely used, including the discrete cosine transform (DCT)
and Gabor filtering. Among them, Gabor filtering has shown
certain superiority in the task of texture feature extraction,
especially exhibiting robustness to the change of intensities
and contrast in the image. As a result, we resorted to the
Gabor filtering to construct the fexture dictionary.

D. Classification

Following the aforementioned procedures, we obtain sub-
pixel component features which not only contain the fractional
abundance information but also exhibit high signal-to-noise
ratio (SNR) and clear spatial details. These subpixel compo-
nent features are fed into a classifier for land-cover classi-
fication purposes. In our work, two widely used classifiers
have been considered, both of which provide a probabilistic
output. The first one is the MLR classifier [53], which takes
advantage of a sparsity-inducing prior added on the regressors
in order to obtain sparse estimations [54]. In its implemen-
tation, the logistic regression via SAL algorithm [52] is used
to learn the MLR classifier, as this technique is able to learn
directly the posterior class distributions and deal with the high
dimensionality of hyperspectral data in a very effective way.
The second classifier considered in this paper is a probabilistic
SVM [55], which has also been widely used for hyperspectral
image classification.

III. EXPERIMENTAL RESULTS AND DISCUSSION

This section is organized as follows. Section III-A describes
four hyperspectral data sets (hereinafter referred to as “Indi-
anP,)” “KSC,” “PaviaU,” and “Washington DC”) used to assess
our newly developed SCA approach. Section III-B shows a
comparative assessment between subpixel attribute component
features and other commonly adopted features, including the
original spectral information, PCA features, and traditional
subpixel abundance features. In addition, we also perform
a quantitative assessment on subpixel attribute component
features, especially considering the SNR level. Section III-C
shows classification experiments using the SCA approach,
adopting both the MLR and SVM classifiers. Section III-D
analyzes the sensitivity of the SCA approach to different
parameter settings, with a particular focus on the number of
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endmembers, the size of the regional search window, and the
regularization parameters of the subpixel component decom-
position. Finally, Section III-E analyzes the computational
complexity of the SCA approach.

Before describing the experiments, we first give the para-
meter settings in our experiments. In the endmember identifi-
cation procedure, we used the RCSPP strategy for clustering
segmentation, where the number of clusters is set to 100, 300,
200, and 2000 for IndianP, KSC, PaviaU, and Washington DC,
respectively. Considering the high spatial resolution of PaviaU
and Washington DC, we set the weighting factor 41 in (2)
to 0.4, while for the IndianP and KSC, the 1 is set to 0.1
due to the lower spatial resolution. Then, in each partition,
we only pick 5% of all the pixels as candidates, thus the
set of candidate endmembers chosen has a number of 1089,
15803, 10465, and 20681 for IndianP, KSC, PaviaU, and
Washington DC, respectively. After, we empirically set the
number of representative endmembers to 20, 20, 15, and 10
for IndianP, KSC, PaviaU, and Washington DC, respectively.
Since this parameter is sensitive to the approach, we will
discuss in more detail later. In the procedure of subpixel com-
ponent decomposition, most input parameters are empirically
chosen after trial and error. Among them, the regularization
parameters of 4; and A, are set to the same value le—5, and
the threshold of iteration residual T, = le—2. For the function
of SoftThresholding(), the corresponding two thresholds: 6°
and 6" are both set to le—4. For the maximum number of
main iterations, we set it to 10. Finally, we would like to
emphasize that all of our experiments were conducted on
MATLAB R2015a in a desktop PC equipped with an Intel
Core i7 CPU (at 3.6 GHz) and 32 GB of RAM.

A. Hyperspectral Data Sets

Four benchmark hyperspectral data sets have been used
to assess the performance of our proposed SCA approach.
The first two were collected by the NASA AVIRIS instru-
ment. One was acquired over the Indian Pines region in
Northwestern Indiana in 1992, and the other was acquired
over the KSC, on March 23, 1996. The AVIRIS sensor
acquires data in 224 bands of 10 nm width with center
wavelengths from 0.4 to 2.5 um. The “IndianP” data set
consists of 145 x 145 pixels and was acquired over a mixed
agricultural/forest area, early in the growing season. After
removing the noise and water absorption bands, a total of
200 radiance channels are used in our experiments. For classi-
fication purposes, 16 mutually exclusive ground-truth classes
are provided. This scene presents highly mixed pixels in all
available classes, as well as an unbalanced number of labeled
pixels per class. For illustrative purposes, Fig. 2(a) shows a
false color composite of the image, while Fig. 2(b) shows the
corresponding ground-truth map.

The KSC data consists of 512 x 614 pixels, with a spatial
resolution of 18 m. After removing water absorption and low
SNR bands, 176 bands were used for analysis. The training
data were selected using land cover maps derived from color
infrared photography provided by the KSC and Landsat The-
matic Mapper imagery. The vegetation classification scheme
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Fig. 2. (a) False color composition of the AVIRIS IndianP scene.
(b) Ground-truth map containing 16 mutually exclusive land-cover classes.

Fig. 3. (a) False color composition of the AVIRIS KSC scene.
(b) Ground-truth map containing 13 mutually exclusive land-cover classes.

Fig. 4. (a) False color composition of the PaviaU scene. (b) Ground-truth
map containing nine mutually exclusive land-cover classes.

was developed by KSC personnel in an effort to define
functional types that are discernable at the spatial resolution
of Landsat and these AVIRIS data. Discrimination of land
cover for this scene is difficult due to the similarity of spectral
signatures for certain vegetation types. Finally, 13 classes
representing various land cover types that occur in this scene
were defined for classification purposes. Fig. 3(a) shows a
false color composite of the image, and Fig. 3(b) shows the
corresponding ground-truth map.

The third hyperspectral data set was collected by the ROSIS
sensor over the University of Pavia, Italy, on July 8, 2002.
This image data, with a size of 610 x 340 pixels, exhibit
a spatial resolution of 1.3 m and a number of 103 spectral
bands (with spectral range from 0.43 to 0.86 xm). Nine
ground-truth classes of interest are provided for classification,
comprising urban features, soil, and vegetation. Fig. 4(a)
shows a false color composite of the image, and Fig. 4(b)
shows the corresponding ground-truth map.

The fourth data set was collected by an HYDICE airborne
data flight over the Washington DC Mall. This image data,
with a size of 1280 x 307 pixels, exhibit high resolution in
both the spectral and the spatial domain (210 narrow bands
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in each training sample class). As shown in Fig. 6, some
important considerations can be made as follows.

1) First, as PCs are derived from the transformation of
the whole data, we can observe that the distribution of
e ground types suffers from an obvious weakening process
:, with the decrease of energy, since only the first few PCs
[ - show clear spatial distribution details, while the other
"'"“ PCs are mainly occupied by the noise (such as “PC6”
3":” in Fig. 6). In turn, for the subpixel-level abundance
features and SCA features, we can observe that each
(b) component image highlights a particular ground type
and its spatial structure details, e.g., the component
gig. 5. (a) False color gomposition of the Washingtpn DC scene. (b) (}Ught) image of the first column shows the ground type “water,”
round truth-map containing seven mutually exclusive land-cover classes. and the second and third columns show the distribution
of “hardwood swamp” and “salt marsh” classes, respec-
with a spatial resolution of 2.5 m). After removing bands with Evglr}(;'ufithoelig}ihtehifa:f\;osgnsla(:rlgn,t,s ctl)z(l)st? irselr)rzzisrelil t
water absorption and atmospheric interference, 191 bands were l(zlcate d ir}llptk;ic center of the KSC pscene while ch
available for analysis. Seven ground-truth classes of interest « ’ . . . T
are considered for classification purposes, comprising urban salt m?lr;h class is mfalrlllly locatedTEl t?e nl\l/er tl)ank,
features, water, and shadow. Fig. 5(a) shows a false color ;? per Tig tmOSt. arf:a 9 the Sfene' e,, ourth column
; . . . presents the distribution of “mud flats” class, and the
composite of the image, and Fig. 5(b) shows the corresponding fifth column represents some types of wetland plants
ground-truth map. This image is also a challenging data set such as “oak/broadleaf hammock,” “cabbage palm /oa{l;
for land-cover classification. First, the materials that are used ilamm(;ck” and “cabbage palm I’lammock” for which
to construct rooftops in the scene exhibit large diversity, we can o,bserve clear spatial distribution details. The
S0 a single spectral response cannot be expected from this last column represents residential areas with man-.made
class; second, several groups of classes have similar spec- buildi Althoush the buildi | tincluded
tral signatures, such as “water” and ‘“‘shadow,” “trees” and .u1 1nes- . oug € buriding classes arfa n0'1§cu 'e
« e b s “ " . in our classification scheme, we can still distinguish
grass, . .roofs, streets,” and “path,” which decreases class this ground type out of the other ground types in the
separability. component image. In summary, compared with the PCA
features, the SCA features can provide clear spatial
. . distribution details for particular ground types, based
B. Comparative Experiments for SCA Feature on the fact that the SCA features contain the frac-
In this experiment, we analyze the feature extraction ability tional abundance of particular endmember signatures,
of SCA by comparing it with the other two commonly used while the PCA features are extracted by using statistical
feature extraction approaches. One is the PCA transform, models on the data while neglecting the actual physical
a feature extraction method that can be seen as a representative information.
data statistical method. Another one is the classic subpixel 2) Second, after comparing the component features

abundance features that are extracted by the MTMF partial
unmixing model. Detailed descriptions of these methods are
given in Section II. This kind of abundance features can be
seen as representative subpixel-level features, and we note that
our SCA features are also extracted on this abundance features.

First, we analyze the information contained in these differ-
ent types of features. Fig. 6 shows six component images for
each type of feature, extracted from the KSC data. The first
row lists the first six PCs, ordered in terms of the energy that
they comprise. The second row lists the subpixel abundance
features (since each abundance feature component represents
fractional information of a particular endmember signature,
there is no specific order for them). The third row shows
the SCA features, corresponding to each abundance feature
component in the second row. Here, only the smoothness
components are shown. At the same time, especially aiming
to abundance and SCA features, we identified the ground
types corresponding to each feature component, which were
determined based on visual analysis and spectral matching
(we compared the endmember signatures with those signatures

obtained by SCA and traditional abundance features,
we can observe that the SCA component features pro-
vide more clear spatial distribution details and better
noise robustness. This is due to the fact that the SCA
features are extracted from abundance features, and
some noise disturbances are eliminated. Moreover, due
to the sparse image decomposition process, the structure
and distribution of ground objects have been further
highlighted in the decomposed smoothness component.
In order to make a quantitative assessment, we also
estimate the noise variance in different feature images,
as shown in Table I. Here, the adopted noise variance
estimation strategy is derived from a fast and fully auto-
mated smoothing algorithm, which is based on a penal-
ized least squares method by using the DCT [56]. It can
be observed from Table I that both the SCA features and
PCA features obtained the lowest noise variance, and
SCA obtained lower noise variance. However, the PCA
features are directly extracted from the whole data cube,
while neglecting any prior distribution information of
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Fig. 6.
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Mud flats
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Component images from three types of features from the KSC scene. The first row lists the PCA features, the second row lists six components of

the abundance features, and the third row lists the SCA components corresponding to each abundance component in the second row.

TABLE I

NOISE VARIANCE ESTIMATION FOR FOUR HYPERSPECTRAL DATA SETS
UNDER DIFFERENT FEATURE IMAGES, WHERE “RAW” REPRESENTS
THE ORIGINAL IMAGE, “PCA” REPRESENTS THE PRINCIPAL
COMPONENT FEATURES, “ABUNDANCE” REPRESENTS THE
ABUNDANCE FEATURES, AND “SCA” REPRESENTS
THE SUBPIXEL COMPONENT FEATURES

Data set [ Raw [ PCA [ Abundance | SCA
IndianP 1.9231 8.45e-04 0.0013 2.58e-04
KSC 4.48e+06 9.51e-04 0.0017 5.02e-04
PaviaU 4.3822 0.0133 0.0026 4.84e-04
Washington DC | 2.16e+03 | 7.54e-04 0.0123 6.52e-04

ground types. In turn, for the SCA features, the smooth-
ing procedure is performed on the abundance features,
simultaneously leading to the elimination of noise and
the preservation of the distribution details of objects.

Similar experimental results were also obtained for the
other three data sets, e.g., for the Washington DC scene,
we display six component images corresponding to different
features in Fig. 7. The first row lists the first six PCA features.
The second row lists the subpixel abundance features, which
represent the classes “roof,” “street,” “path,” “grass,” “tree,’
and “water.” The third row lists the SCA features correspond-
ing to each abundance component in the second row (only
the smoothness components are listed). The corresponding
estimation of noise variances is shown in Table L.

C. Classification Experiments

In this experiment, we assess the classification performance
of the proposed SCA approach. Two types of classifiers are
adopted: MLR and SVM. For the IndianP and PaviaU data
sets, we randomly choose 20 samples from each class in the
training set, thus obtaining a total of 320 and 180 labeled
samples, respectively. For the KSC and Washington DC data
sets, we randomly choose 10 samples from each class in the

training set, thus obtaining a total of 130 and 70 labeled
samples. Then, the remaining labeled samples are used for
testing. For comparison, we also choose five widely used fea-
ture extraction methods, including MNF, abundance features,
EMAPs [57], EPF [58], and MCA [59], [60]. Concerning the
MNF features, we choose the first 20 components for the
IndianP and KSC data, the first 15 components for the PaviaU
data, and the first 10 components for the Washington DC
data (these number of components account for most of the
information present in the respective data sets). Concerning
the subpixel abundance features (marked as “Abundance”),
we set the number of endmembers to be equal to the number
of components retained by the MNF. This parameter is a
preset value that needs to be determined in advance, and we
will thoroughly discuss it in Section III-D. Concerning the
EMAPs, we considered four different attributes constructed
on each MNF component: 1) area of the regions (4, =
[100, 500, 1000, 5000]); 2) length of the diagonal of the box
bounding the region (1; = [10, 25,50, 100]); 3) moment
of inertia (4, = [0.2,0.3,0.4,0.5]); and 4) standard devi-
ation of the gray-level values of the pixels in the regions
(2s = [20, 30, 40, 50]). Concerning the EPF, we considered
the guided-filter-based EPF, where the first PCA component
image is considered as the guided image, and the size of the
local window is set to 3 x 3. Concerning the MCA, the cor-
responding MNF features are directly used for morphological
component decomposition, and then the content components
are stacked and fed into the classifiers.

Tables II-V report the obtained overall (OAs) and average
(AAs) accuracies, and the x statistic, along with the accu-
racy obtained for each class under the ten conducted Monte
Carlo (MC) runs for all the considered hyperspectral data sets.
It can be observed that the results obtained by the EMAPs,
MCA, and SCA are much better than those provided by the
other feature extraction approaches. This is particularly the
case for some ground types that are very difficult to distinguish



XU et al.: SCA FOR HYPERSPECTRAL IMAGE CLASSIFICATION 5573

Roof Street

Roof Street Path

Fig. 7. Component images from three types of features from the Washington DC scene. The first row lists the PCA features, the second row lists six
components of the abundance features, and the third row lists the SCA components corresponding to each abundance component in the second row.

in the MNF and abundance feature space, such as “corn” “bricks” in PaviaU scene. All these examples indicate that the
and “soybeans” in IndianP scene, “cabbage palm hammock,” proposed SCA can lead to very good classification accuracies
“scrub,” and “cattail marsh” in KSC scene, and “asphalt” and for problems with limited training samples. For illustrative
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OAS [%], AAS [%], AND k [%] STATISTIC AFTER TEN MC RUNS OF THE COMPARED APPROACHES FOR THE INDIANP SCENE
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TABLE II

MNF Abundance EMAPs EPF MCA SCA

MLR SVM MLR SVM MLR SVM MLR SVM MLR SVM | MLR SVM
alfalfa 97.83 | 97.39 | 97.83 | 98.26 | 98.48 | 98.48 97.6 97.22 | 98.26 | 97.17 | 97.61 96.96
corn-no till 75.92 74.8 7749 | 7743 | 90.31 87.67 | 76.37 | 77.88 91.1 88.71 89.83 | 91.19
corn-min till 67.13 59.9 69.07 55.1 92.06 84.9 68.91 71.62 | 90.96 | 8595 | 89.98 | 85.87
corn 83.5 90.84 | 82.95 89.45 | 9599 | 96.46 71.5 76.57 97.3 99.54 | 95.86 | 98.69
grass/pasture 93.42 | 95.01 91.99 | 92.71 94.02 | 9534 | 95.06 | 94.09 | 96.67 | 97.64 | 9534 | 96.98
grass/trees 9733 95.89 | 96.29 94.9 99.38 | 97.81 95.68 | 9195 | 98.44 | 9945 | 9897 | 99.01
grass/pasture-mowed 100 100 100 100 100 100 94.72 | 89.08 100 100 100 100
hay-windrowed 9743 | 97.24 | 97.76 | 98.08 100 100 97.87 | 90.72 100 99.92 | 99.96 | 99.96
oats 100 100 100 100 100 100 96.74 | 94.48 100 100 100 100
soybeans-no till 7935 | 72.17 81.5 74.55 | 9141 87.88 | 75.05 | 73.58 | 92.96 89.1 93.29 | 92.12
soybeans-min till 62.66 57.5 6524 | 61.56 | 87.85 83.8 69.57 | 68.58 | 84.48 | 81.43 | 83.13 | 81.19
soybeans-clean till 87.39 | 90.25 87.03 86.1 96.1 93.61 79.6 80.55 | 94.49 | 95.51 9543 | 96.04
wheat 99.76 | 99.66 | 99.66 | 99.61 99.76 | 99.61 99.47 | 99.32 100 99.76 100 100
woods 87.42 | 86.01 88.68 | 87.86 | 9576 | 95.08 | 92.79 | 92.23 | 95.84 93.9 95.79 93.9
bldg-grass-tree-drives | 85.03 | 85.16 | 85.44 | 84.84 | 98.37 | 97.75 | 73.73 | 71.38 | 98.89 | 98.65 | 98.91 98.73
stone-steel towers 95.38 | 94.73 | 93.66 | 93.44 100 99.89 | 90.11 9479 | 99.89 | 99.89 | 99.89 | 97.74
OA 79.17 | 76.64 | 80.37 | 77.61 93.04 90.5 80.23 80 92.43 | 90.56 | 91.87 | 91.07
AA 88.09 | 87.28 | 88.41 87.12 | 96.22 | 94.89 86.3 85.25 | 96.21 95.41 95.87 | 95.52
K 76.59 | 73.74 | 77.89 | 74.81 92.11 89.23 77.9 77.67 | 9143 | 89.32 | 90.79 | 89.89

TABLE III

OAS [%], AAS [%], AND k [%] STATISTIC AFTER TEN MC RUNS OF THE COMPARED APPROACHES FOR THE KSC SCENE

MNF Abundance EMAPs EPF MCA SCA

MLR SVM MLR SVM MLR SVM | MLR SVM MLR SVM MLR SVM
oak/broadleaf hammock 79.54 | 86.29 | 7396 | 76.89 | 92.52 | 91.06 | 81.78 | 85.09 | 99.55 | 99.61 98.45 | 98.02
cabbage palm/oak hammock | 87.57 | 91.48 | 8597 | 86.58 98.6 97.86 | 80.75 | 87.65 | 96.79 95.1 97.9 97.12
slash pine 80.31 80.39 | 76.25 | 7852 | 93.09 | 93.79 | 69.74 | 8576 | 98.79 | 97.34 | 96.68 94.8
cabbage palm hammock 66.59 | 6393 | 6897 | 62.06 | 8536 | 82.42 | 56.57 | 70.68 | 97.66 | 92.54 | 97.58 | 94.56
scrub 7422 | 7348 | 72.17 75.9 93.17 | 87.64 | 70.53 | 73.15 | 97.27 | 94.66 | 96.65 | 94.84
cattail marsh 75.41 75.2 69.04 | 69.74 | 9533 | 88.78 66.4 65.25 | 99.52 | 99.34 99.3 98.12
mud flats 87.43 86.1 89.05 839 98.19 | 96.86 | 79.74 | 88.81 100 99.9 100 99.33
graminoid marsh 89.91 91.37 | 90.21 88.93 95.8 95.01 73.84 | 75.78 | 98.28 | 98.24 | 97.82 | 97.56
sparina marsh 92.94 | 9394 | 9427 | 93.35 | 99.15 | 99.12 | 88.71 90.49 99.9 99.96 100 99.96
water 9495 | 9235 | 91.61 93.86 | 98.99 | 96.36 | 80.38 | 81.27 | 99.75 | 96.78 | 98.39 | 98.32
willow swamp 89.28 | 89.69 | 89.16 89.4 93.1 92.41 90.88 | 89.52 | 95.54 | 95.63 | 94.68 | 93.77
salt marsh 94.16 96.5 93.6 95.09 96.6 96.5 73.58 | 7829 | 98.41 98.67 | 98.35 | 98.15
hardwood swamp 100 100 100 100 100 100 96.15 | 96.22 100 100 100 100
OA 88.36 | 89.63 | 86.91 87.33 | 9595 | 94.77 | 8254 | 8477 | 98.82 | 98.15 | 98.37 | 97.79
AA 85.56 | 86.21 84.17 | 84.17 | 9538 | 93.68 | 78.93 | 81.71 98.57 | 97.52 | 98.14 | 97.28
K 87.08 | 88.47 | 8548 | 8593 | 9549 | 94.18 | 80.34 82.8 98.69 | 97.94 | 98.18 | 97.54

TABLE IV

OAsS [%], AAS [%], AND k [%] STATISTIC AFTER TEN MC RUNS OF THE COMPARED APPROACHES FOR THE PAVIAU SCENE

MNF Abundance EMAPs EPF MCA SCA

MLR SVM MLR SVM MLR SVM MLR SVM | MLR SVM MLR SVM
asphalt 69.94 | 7296 | 71.75 | 71.78 | 9335 | 92.08 | 80.09 | 77.62 | 87.64 | 88.51 93.06 | 93.17
meadows 79.32 | 7447 | 8042 75.5 94.2 91.59 | 88.05 85 92.65 | 89.71 92.31 90.73
gravel 70.59 | 74.56 | 73.08 | 75.27 | 91.13 87.89 | 7732 | 76.72 | 90.36 | 79.23 | 92.12 | 84.18
trees 85.15 89.63 | 79.51 90.02 | 92.63 | 93.15 | 93.41 93.31 92.53 | 89.76 | 89.89 | 90.34
metal sheets | 98.25 | 98.83 | 96.22 | 98.28 | 99.79 | 99.81 9744 | 97.46 | 99.23 | 98.72 | 99.16 | 98.69
bare soil 85.97 | 86.07 | 86.16 | 86.21 98.21 97.98 81.7 81.4 98.36 | 99.69 | 98.59 | 98.17
bitumen 88.24 | 80.21 89.73 80.4 98.94 | 98.01 85.8 81.01 97.92 95.7 99.4 98.75
bricks 71.3 71.57 | 71.58 | 70.04 | 92.08 86.7 79.25 | 76.92 | 87.81 87.09 | 91.52 | 88.08
shadows 99.16 | 99.87 | 98.99 | 99.96 | 99.78 100 98.2 96.76 | 96.19 | 97.44 | 99.93 | 99.98
OA 79.26 | 77.95 | 79.76 | 78.15 | 94.54 | 92.57 | 8548 | 83.54 | 92.46 90.6 93.52 | 92.11
AA 83.1 83.13 | 83.05 | 83.05 | 9557 | 94.13 86.8 85.13 | 93.63 | 91.76 | 95.11 93.57
K 73.6 72.08 | 74.15 | 7227 | 92.86 | 90.33 81.52 | 79.39 | 90.19 87.8 91.56 | 89.73

purposes, Figs. 8—11, respectively, present the classification
maps obtained for the considered images by different feature
extraction approaches. As we can observe, noise disturbance
and misclassification phenomena still exist in the classification
maps obtained using MNF and abundance features, e.g., in the
KSC classification map, the “mud flats” is misclassified as
“slash pine” in the MNF features and also is misclassified
into “oak/broadleaf hammock” in the Abundance features.
Regarding the EMAPs, EPF, and MCA, although the noise

is suppressed remarkably, the distribution of ground objects
shows certain oversmoothing, leading to the loss of some
structural information. Finally, for the SCA classification map,
the spatial distribution of ground objects exhibits smoothness
and more prominent structural details, thus leading to a better
classification performance. This is due to the fact that the SCA
features can make full use of fractional abundance information,
which can reflect the subpixel spatial distribution details of
specific ground objects.
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TABLE V
OAS [%], AAS [%], AND k [%] STATISTIC AFTER TEN MC RUNS OF THE COMPARED APPROACHES FOR THE WASHINGTON DC SCENE

MNF Abundance EMAPs EPF MCA SCA

MLR | SVM | MLR | SVM | MLR | SVM | MLR | SVM | MLR | SVM | MLR | SVM
roofs 86.51 89.73 | 86.22 | 89.45 | 91.96 | 91.69 | 80.53 | 84.84 | 9429 | 92.61 | 9329 | 92.52
street 92.62 | 95.75 | 91.92 95.5 97.69 | 98.73 82.6 82.18 | 99.95 | 99.78 | 98.41 | 99.06
path 96.23 | 96.51 98 99.2 100 100 95.78 96.2 100 100 99.09 100
grass 97.43 | 98.73 | 9749 | 96.42 | 99.99 | 99.97 | 7286 | 79.34 | 99.68 100 98.2 98.72
trees 95.85 | 9521 96.3 96.12 | 99.58 | 99.53 | 71.95 | 82.17 | 99.95 100 99.51 | 99.56
water 96.79 | 96.05 | 96.41 | 96.41 | 99.61 | 98.95 | 97.56 | 97.56 | 99.85 | 99.78 | 99.81 | 99.49
shadow | 95.88 96.8 94.85 | 95.57 | 99.59 | 99.38 | 68.37 | 84.46 100 100 100 99.9
OA 91.78 | 93.65 | 91.61 93.1 95.98 95.8 79.22 | 8532 | 97.19 | 96.45 | 96.23 96
AA 94.47 | 9554 | 9445 | 9553 | 98.35 | 9832 | 81.38 | 86.68 99.1 98.88 | 98.33 | 98.46
K 88.55 | 91.06 | 88.32 90.3 94.32 | 94.06 | 72.78 | 79.48 96 94.97 | 94.65 | 94.32

MNF(82.03%)

SCA(90.52%)

EPF(82.12%) MCA(90.42%)

Fig. 8. Classification maps (along with the OAs) obtained by different kinds
of image features for the IndianP data set. These maps correspond to a single
experiment in Table II. The classifier that used here is the MLR.

EMAPS(96.62%)

EPF(80.85%) MCA(98.89%)

SCA(98.6%)

Fig. 9. Classification maps (along with the OAs) obtained by different kinds
of image features for the KSC data set. These maps correspond to a single
experiment in Table III. The classifier that used here is the MLR.

D. Sensitivity to Parameters

In this section, we analyze the sensitivity to parameters
of the proposed SCA approach. First, concerning the size of
the regional search window in the endmember identification
step, we assess the clustering effectiveness and classification
accuracy, respectively, as detailed in Section III-D1. Second,
as described in Section III-C, the number of endmembers is
a preset parameter which needs to be determined in advance.
In our case, this parameter is equal to the number of feature
components in the SCA approach. We perform a quantitative
assessment on this parameter, as detailed in Section III-D2.

Abundance(83.86%)

)

(84.79%)
&

SCA(96.36%)

EPF(84.25%) MCA(93.4%)

Fig. 10. Classification maps (along with the OAs) obtained by different kinds
of image features for the PaviaU data set. These maps correspond to a single
experiment in Table IV. The classifier that used here is the MLR.

Finally, concerning the regularization parameters in the for-
mula of subpixel component decomposition, we focus on the
influence of these parameters on classification accuracy, which
is detailed in Section III-D3. It should be noted that, when
one parameter is tested in our experiments below, the other
parameters are fixed and set to the same values reported in
Section III-C.

1) Size of Regional Search Window: In order to analyze
the size of the regional search window in the endmember
identification step, we set this parameter to a value of 2,
3, and 4 times the initial partition size, respectively. After
finishing the clustering segmentation, we assessed the spatial
homogeneity of the obtained clustering partitions by using
two SNPI indices, as shown in Table VI. Here, the “AvgPI”
is calculated by the correlation coefficient of each pixel in
a partition to their average value, as defined in [50]. This
“AvgPI” index can quantitatively measure the average variance
of all pixels in a partition to their average value, which is
in the range [—1, 1]. A larger “AvgPI” denotes better spatial
homogeneity. The “SVDPI” is calculated by the ratio of the
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Fig. 11.

one single experiment in Table V. The classifier that used here is the MLR.

TABLE VI

ASSESSMENT OF THE SNPI INDICES AND CLASSIFICATION ACCURACIES
WITH DIFFERENT SIZES OF THE REGIONAL SEARCH WINDOW. FOR
THE TWO SNPI INDICES, WE GIVE THE MINIMUM AND MAXIMUM
VALUES OBTAINED FOR EACH WINDOW SIZE

[ [ IndianP | KSC [ PaviaU [ Washington DC
2 [0.995,0.999] [0.38,0.99] [0.942,0.999] [0.149,0.998]
AvgPI 3 [0.993,0.999] [0.42,0.982] [0.941,0.999] [0.149,0.998]
4 [0.994,0.999] [0.437,0.981] [0.941,0.999] [0.149,0.998]
2 [0.826,0.923] [0.237,0.753] [0.58,0.847] [0.193,0.867]
SVDPI 3 [0.813,0.925] [0.229,0.659] [0.578,0.847] [0.193,0.867]
4 [0.824,0.931] [0.236,0.692] [0.578,0.847] [0.193,0.867]
2 91.87 98.37 93.52 96.23
OA 3 91.99 98.11 94.17 94.9
4 91.70 97.9 93.60 96.28

maximum singular value to the sum of all singular values
by performing the SVD on a partition, which represents how
dominant is the first feature component. A larger “SVDPI”
denotes better spatial purity in this partition.

It can be observed from Table VI that the homogeneity of
the obtained partitions is not sensitive to the size of the search
window. In Table VI, we also provide the classification accura-
cies with regards to different sizes of the search window, which
are insensitive to the window size. However, we emphasize
that the computational burden becomes heavier when the size
of search window used to implement the searching strategy
becomes larger. As a result, we recommend to use two times
the size of the initial partition in practice.

2) Number of Endmembers: In this experiment, we report
the plots of classification accuracy based on different number
of endmembers by using KSC and Washington DC data sets.
For the KSC image data, we set the number of endmembers
to a value between 10 and 30, which cover the number of
classes in this scene. For the Washington DC image data,
we set the number of endmembers to a value between 5 and 20
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Fig. 12.  Plots of classification accuracy (along with the OAs) obtained by

different numbers of endmembers for two hyperspectral data sets. (a) KSC.
(b) Washington DC.

for the same reason. Once the number of endmembers is
given, we perform K-means clustering on the set of candidate
endmembers so as to obtain the final endmember signatures.
Then, these endmember signatures are used for abundance
estimation and further subpixel component decomposition.
Here, the adopted classifier is the MLR classifier, and the
plots of classification accuracy by using abundance and SCA
approaches are given in Fig. 12.

It can be observed from Fig. 12 that, as long as the number
of endmembers reaches a minimum threshold, the classifica-
tion accuracy is not particularly sensitive to this parameter.
Here, the threshold can be set to 17 for the KSC data and to 9
for the Washington DC data. It is expected that the obtained
endmember signatures cover the majority of ground objects
present in the scene.

3) Regularization Parameters: In this experiment, we per-
form a detailed analysis of the regularization parameters
A1 and A, involved in the subpixel component decomposi-
tion formula (7). Here, we consider the IndianP and PaviaU
data sets, and the values of A1; and A, are all set to
[I,le—1,1le—2,1e—3,1le—4,1e—5,1e—6,1e—7]. Then, subpixel
component decomposition is conducted by using different
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Fig. 13.  OA as a function of 4| and 1, for IndianP and PaviaU data sets.
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combinations of A; and A,, and the obtained smoothness
components are stacked and fed for classification purposes.
Fig. 13 shows the OA as a function of parameters 41 and A,
obtained under the ten conducted MC runs. As it can be
observed, the classification performance is almost insensitive
to A2. Regarding 1y, when the value is lower than le — 4,
the results are stable. Therefore, it is easy to determine a good
suboptimal setting for A; and 1.

E. Computational Complexity Analysis

In this section, we perform an analysis of the computa-
tional complexity of our proposed SCA approach. The SCA
approach includes three main steps: 1) endmember identifi-
cation; 2) abundance estimation; and 3) subpixel component
decomposition, and these steps are performed in step-by-
step fashion. After obtaining the subpixel component features,
we feed them to a classifier for land-cover classification pur-
poses. For the endmember identification step, we adopted the
RCSPP strategy to pick out the candidate pixels. As described
in [44], the RCSPP strategy has a linear computational com-
plexity which is linear with regards to the number of image
pixels. Then, for the extraction of candidate endmembers,
a PCA projection technique is performed on all partitions.
In each partition, the computational complexity is O(n?) with
n; being the number of pixels in the ith partition. If we
assume that the number of partitions is ¢, and n; = n/c,
where n is the number of all image pixels, the computational
complexity of the endmember candidates extraction step is
O(c x (n?)) ~ O(n?/c?). Finally, the K-means cluster-
ing is performed, which has a computational complexity of
O(m x k x t), where m is the number of candidates, & is the
number of clusters, and ¢ is the number of iterations. For the
abundance estimation step, we adopted an MTMF technique
to generate the abundance information of each endmember
signature. In this step, the main computational complexity
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lies in two projection processes, where the first one refers
to the original endmember vector that is projected onto the
inverse covariance of the MNF transformed image data, and
the second one refers to the entire MNF-transformed image
cube, which is projected onto the matched filtering vectors.
These two projection operations involve a multiplication of
matrices and vectors, so the computational complexity is
O(n x b), where n is the number of pixels in the image, and b
is the number of spectral bands. For the subpixel component
decomposition step, which is the most time-consuming step in
our SCA approach, we solved the optimization equation (8)
via the SUnSAL algorithm [52], and the computational com-
plexity of SUnSAL is O(n?) per iteration.

IV. CONCLUSION

In this paper, we developed a new subpixel-level feature
extraction approach, called SCA, for advanced land-cover
classification of remotely sensed hyperspectral images. Our
newly proposed SCA approach contains a two-layer feature
learning framework, where a preliminary feature represen-
tation is derived from the subpixel abundance maps. Then,
we further perform feature extraction on the aforementioned
abundance features and obtain a subpixel attribute compo-
nent feature representation. Specifically, we exploit differ-
ent attribute features contained in these abundance feature
images and decompose the abundance feature images into a
pair of attribute components (smoothness and texture). Our
experimental results, conducted using four real hyperspectral
images, indicate that the proposed SCA approach can obtain
features with explicit physical meaning, clear spatial distri-
bution details, and better noise robustness, leading to state-
of-the-art classification accuracy, regardless of the presence
of pure signatures in the original image data. In the future,
we will develop techniques for efficient implementation of
the proposed SCA approach in high-performance computing
architectures.
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