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Abstract. We conduct displacement/strain measurements on the micro-
scale using light microscopy and digital image correlation �DIC�. Errors in
the measurements attributed to the optical arrangement and aberration
induced at high magnification are identified using a warping function.
Coefficients of the warping function are determined using a simple tech-
nique that employs a precisely made orthogonal cross-grating plate. By
acquiring images of the grating and identifying the nodes using subpixel
techniques, a relationship between the object and the image planes is
established. Thus, the displacement/strain derived by means of DIC is
corrected by converting the displacement components in the image
plane to the coordinate system existing on the object’s surface. The
approach is validated through a determination of the elastic properties of
common metals; errors in estimation of the elastic modulus were within
4%. Although surface preparation generally plays a critical role in suc-
cessful application of DIC, it is found to be of minimal importance under
high magnification. Instead, the natural surface texture can be used with
adjustment of the light incident angle. Results of the study show that DIC
is a powerful tool in performing displacement/strain measurements on
the microscale using a light microscope provided that an adequate cor-
rection is employed for image distortion. © 2006 Society of Photo-Optical Instru-
mentation Engineers. �DOI: 10.1117/1.2182108�
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1 Introduction

With the progressive reductions in the size of engineering
components, there is a growing interest in measuring the
structural behavior of objects on the microscopic scale.
Digital image correlation �DIC� has proven to be a power-
ful noncontact optical method for displacement/strain mea-
surements, and has been applied on both the meso-and
macroscales �see, e.g., Refs. 1–5�. Displacement/strain
measurements using DIC on the microscale, however, pose
new challenges.

In traditional applications of DIC on the macroscale, the
object and image planes are considered to be linearly pro-
portional. Consequently, all rays of light from a point in the
object plane converge to the same point in the image plane,
forming a clear image. If the object-to-image ratios in the
two orthogonal directions are determined, the
displacement/strain can be derived directly from the pixel
locations of the corresponding points. However, if the ob-
ject is close to the lens, or observations are conducted un-
der higher magnification, there is an increasing potential for
nonuniform distortion of the image.

The magnification range available from zoom lenses for
common camera systems is largely tied to cost. A micro-
scope is often the best option �and most affordable� for
high-magnification �e.g., �25�� imaging systems. How-
ever, optical aberration is an important concern in imaging
systems using a light microscope, especially for quantita-
tive measurements. The camera model and camera model

parameters play a key role in measurement accuracy and
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he extent of aberration. A pinhole camera model is typi-
ally adopted,6 which assumes the object geometry is pro-
ortional to what is displayed on the image plane. How-
ver, due to additional radial aberrations caused by the lens,
here is distortion between the image and object. Such dis-
ortions have been examined and defined as pillow distor-
ion, barrel distortion, shear distortion, and perspective
istortion.7 When DIC is applied at the macroscale, lens
berration can be neglected because the distortion is so mi-
or that it does not cause appreciable errors. However, in
pplications requiring high magnification, the aberration
ecomes significant and it must be removed to ensure mea-
urement accuracy. As a result, very few applications of
IC have been reported that are based on use of a micro-

copic imaging system.
Schreier et al.8 recently introduced a two-step calibration

rocedure to remove errors caused by lens aberration in
-D displacement/deformation measurements using a mi-
roscope. The method incorporates a flat plate with a
peckled surface that was displaced in two orthogonal di-
ections over a series of steps to determine a warping func-
ion. Then the target was oriented differently to calibrate
inhole parameters for the imaging system using a bundle-
djustment technique. While the proposed approach en-
bles an accurate calibration of a microscope system, it is
uite complex and may be perceived as an obstacle to those
ishing to adopt use of an optical microscope for micro-
IC.

This paper explores the feasibility of applying DIC for
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displacement/strain measurements using a light microscope
and a simple calibration procedure that incorporates a fine-
pitched orthogonal cross-grating plate. A third-order poly-
nomial warping function was constructed to describe the
distortion errors in which the coefficients were determined
by comparing node locations of the standard cross-grating
plate with node locations in acquired images. The aberra-
tion distribution of a standard light microscope was evalu-
ated using this approach. The calibration process is de-
scribed in detail, including a validation of the approach
from a series of tension experiments with common materi-
als. In addition, important issues in applying DIC on the
microscale are discussed, including surface preparation and
illumination.

2 Methodology

2.1 Lens Aberration and Calibration

Lens aberration can cause distortion between the image
plane and the object plane. To describe the relationship be-
tween these planes, coordinate systems are introduced for
the object and image planes. The former lies on the object
surface with the z axis defined by the surface normal. The
latter is defined with the x and y axes in the horizontal and
vertical directions of the image plane, respectively. For
simplicity, the axes in these two coordinate systems are
arranged parallel to each other.

For light microscopes there are a group of lenses/prisms
along the optical path, rather than a single lens, and each
element contributes to the error on the image plane. To
simplify the problem, these elements can be considered in
total as a composite virtual lens. To calibrate a pinhole
camera model, numerous parameters must be determined.
These are generally divided into internal and external com-
ponents of an imaging system.9 In applications of DIC, the
peripheral region �around the image center� can be distorted
due to lens aberration, and perspective distortion arises due
to improper camera orientation or placement. Associated
with those specific properties, only internal parameters such
as the image magnification ratio and the lens distortion
model are of interest. As the main distortions are radial and
perspective related, the warping function should have first-
order and second-order terms to present the distribution.
Higher order terms might be used to describe the error dis-
tribution more precisely. However, Tsai9 suggested that
higher order terms might not help much and could cause
instability in determining the coefficient of the warping
function. As a compromise, third-order polynomial warping
functions are defined to model aberration errors in the x and
y directions according to

�
�x�xi,yi� = a0 + a1xi + a2yi + a3xi

2 + a4xiyi + a5yi
2

+ a6xi
3 + a7xi

2yi + a8xiyi
2 + a9yi

3,

�y�xi,yi� = b0 + b1xi + b2yi + b3xi
2 + b4xiyi + b5yi

2

+ b6xi
3 + b7xi

2yi + b8xiyi
2 + b9yi

3,
� �1�

where xi and yi are coordinate locations in the image plane,
and ai and bi �i=0, . . . ,9� are coefficients to be determined.
Accounting for aberration errors, the coordinates of the ob-

ject and image are related by
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o = Rx�xi − �x�xi,yi�� ,

o = Ry�yi − �y�xi,yi�� , �2�

here Rx and Ry are the magnification ratios in the x and y
irections.

Aberration errors ��x and �y� in this paper were assessed
sing a precise cross-grating plate with fixed spatial fre-
uency as a standard. Images of the grating were acquired
ith a microscopic imaging system at a constant magnifi-

ation. The actual pixel locations of the grating nodes were
hen determined with subpixel precision by correlating the
mage with a simulated mathematical mask of the gray-
cale distribution at the grid points. Recent studies have
hown that lens aberration occurring at the central area of
he image is generally very small.8 Thus, an undistorted
mage of the grid �without lens aberration� was regenerated
y fitting the grating nodes near the image center. Then, the
agnification ratios Rx and Ry were determined from the

uotient of distances between two adjacent nodes in both
bject and image planes in the x and y directions, respec-
ively. The quantities �x and �y represent the differences
etween the corresponding grating nodes in the virtual and
ctual images and are considered to be unique over the
ntire grating image. At each cross-grating node, two inde-
endent equations are generated according to Eq. �1�. The
umber of the grating nodes evaluated in the image must
rovide a sufficient number of equations to solve for the 18
nique coefficients in the warping functions. A least-
quares error approach can then be applied to derive the
oefficients in the lens aberration model using the system
f equations.

.2 Digital Image Correlation with Lens Calibration
f two images are acquired before and after deformation,
he displacement/strain distribution within the object’s sur-
ace can be analyzed by means of image correlation. As-
uming one small area on the object surface centered at
xo ,yo� moves to a new position of �xo� ,yo��, the correspond-
ng subset centered at �xi ,yi� in the image plane moves to
xi� ,yi��. Even though there are differences in light intensity
istribution and geometry between the image and the object
ue to the aberration, the gray-scale distribution around
xi ,yi� is assumed to be unique and correlates only with the
oint �xo ,yo� at the object surface. Ignoring lens aberration,
he relationship between coordinates in the object and im-
ge planes are related by

o� − xo = Rx�xi� − xi� ,

o� − yo = Ry�yi� − yi� , �3�

here Rx and Ry are magnification constants of the image.
f the gage length in each of the two orthogonal directions
s defined as 2� in pixels, the corresponding strain compo-
ents in the image can be derived from displacement com-
onents according to

x =
�u

=
�xi+�� − xi−�� � − �xi+� − xi−��

,

�x 2�
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�y =
�v
�y

=
�yi+�� − yi−�� � − �yi+� − yi−��

2�
,

�xy =
�u

�y
+

�v
�x

=
�xi+�� − xi−�� � + �yi+�� − yi−�� � − �xi+� − xi−�� − �yi+� − yi−��

2�
.

�4�

Note that the strains can be determined using Eq. �4� in
either the image or the object coordinate system, since they
have a linear relationship. If the lens aberration is taken
into account, the coordinate systems between image and
object no longer have a linear relationship. According to
Eqs. �2� and �3�, the displacement on the object surface can
be determined according to

xo� − xo = Rx�xi� − xi − �x�xi�,yi�� + �x�xi,yi�� ,

yo� − yo = Ry�yi� − yi − �y�xi�,yi�� + �y�xi,yi�� , �5�

where �x and �y are the aberrations obtained from lens cali-
bration and described by Eq. �1�. The realistic strain com-
ponents at the object surface can be expressed using the
displacement components obtained in image plane based on
the preceding equations.

�x =
�xi+�� − xi−�� � − �xi+� − xi−��

�xi+� − xi−�� − ��x�xi+�,yi� − �x�xi−�,yi��

−
��x�xi+�� ,yi�� − �x�xi−�� ,yi��� − ��x�xi+�,yi� − �x�xi−�,yi��

�xi+� − xi−�� − ��x�xi+�,yi� − �x�xi−�,yi��
,

�y =
�yi+�� − yi−�� � − �yi+� − yi−��

�yi+� − yi−�� − ��y�xi,yi+�� − �y�xi,yi−���

−
��y�xi�,yi+�� � − �y�xi�,yi−�� �� − ��y�xi,yi+�� − �y�xi,yi−���

�yi+� − yi−�� − ��y�xi,yi+�� − �y�xi,yi−���
,

�xy =
�xi+�� − xi−�� � − �xi+� − xi−��

�yi+� − yi−�� − ��y�xi,yi+�� − �y�xi,yi−���

+
�yi+�� − yi−�� � − �yi+� − yi−��

�xi+� − xi−�� − ��x�xi+�,yi� − �x�xi−�,yi��

−
��x�xi�,yi+�� � − �x�xi�,yi−�� �� − ��x�xi,yi+�� − �x�xi,yi−���

�yi+� − yi−�� − ��y�xi,yi+�� − �y�xi,yi−���

−
��y�xi+�� ,yi�� − �y�xi−�� ,yi��� − ��y�xi+�,yi� − �y�xi−�,yi��

�xi+� − xi−�� − ��x�xi+�,yi� − �x�xi−�,yi��
.

�6�

Note that the gage length in the image plane is also a func-
tion of location due to the lens aberration. As the strain
components defined by Eq. �6� are very sensitive to dis-
placement variations, a smoothing routine was employed to
suppress the noise according to Ref. 10. In this study, the
displacement components were averaged over a finite area

prior to estimating the strains. Then, the strain components p
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ere derived from discrete central difference derivatives of
isplacement.

Experiments
calibration experiment was performed with a micro-

copic imaging system whereby the virtual strains of a plate
ndergoing rigid body movement were estimated. Then, the
easurement precision was assessed in an evaluation of

igid body movement using DIC. A comparison of the pre-
ision was performed for white light and laser illumination.
icrotensile experiments were conducted on three different
aterials with the microscopic imaging system to evaluate

he elastic modulus and validate the approach for removing
rrors due to image distortion.

.1 Materials
ensile specimens were prepared for validation experi-
ents from aluminum, brass, and stainless steel sheet ma-

erials. The brass and steel sheets were 0.076 mm in thick-
ess and the aluminum sheet had a thickness of 0.13 mm;
ach sheets had brushed surface finish. Four aluminum and
hree brass and stainless specimens were prepared. Straight-
ided tensile specimens were prepared with gage lengths
anging from 4 to 8 mm with average width of approxi-
ately 1 mm. No artificial speckle patterns were deposited

r prepared on the surfaces prior to the tensile tests. An
rthogonal cross-grating glass plate with spatial frequency
f 10 line/mm was used in the calibration experiments.
ach dark line of the grating has a width of 0.02 mm.

.2 Equipment and Procedures
microscopic imaging system was used for the experi-

ents and was comprised of a Nikon SMZ800 light micro-
cope, a monochrome 8.5-mm CCD camera, and a
CVISION plus image grabber. The light microscope has a
ingle output for a video camera. With a fixed zoom ratio of
.3:1, a 1� objective lens, and a 1� step-up ring at the
utput, one can achieve up to 180� magnification using the
forementioned camera. Digital images were obtained
hroughout the experiments with 8-bit intensity and resolu-
ion of 640�480 pixels. The system can be used for a field
f view as small as 0.8�0.6 mm, resulting in a spatial
esolution of approximately 1.3 �m/pixel. Two light
ources were used separately in the experiments, i.e., white
ight fiber optics and a He-Ne laser.

Calibration of the imaging system was conducted using
he orthogonal cross-grating plate. The plate was placed
orizontally under the light microscope and the camera was
riented such that the x and y axes of the image plane
oincide with the corresponding axes of the object plane
Fig. 1�. A simple alignment was performed by rotating the
rating plate so that the grating lines were parallel �and
erpendicular� to the image axes. The magnification was set
o obtain a field of view of 2�1.5 mm, resulting in a spa-
ial resolution of 3.1 �m/pixel. An example of the sampled
rating image at this magnification is shown in Fig. 2.

Following the calibration experiments, an aluminum
heet was bonded on a 2-D translation stage with the same
elative magnification. The stage was aligned such that the
xes of translation coincided with the axes of the image

lane. Illumination of the plate was achieved using either

March 2006/Vol. 45�3�
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Zhang, Luo, and Arola: Displacement/strain measurements using an optical microscope¼
an unexpanded He–Ne laser beam or a fiber optical illumi-
nator. Translation of the plate was performed in increments
of 0.025 mm along either the x or y directions and digital
images were documented after every step of translation.
The displacement field was evaluated using DIC and the
virtual strains were computed according to Eq. �6�. Errors
in the measured displacements were then quantified with
regard to the two methods of illumination.

A motorized miniature load frame was developed for the
microtensile experiment, which can work in both load con-
trol and displacement control modes with a fine-tunable
rate. The system has a load range of up to 100 N with load
precision of 0.05%. The master computer controls both the
load frame and imaging system to enable real-time data
acquisition while also simultaneously sampling sequential
images. The experimental setup for the microtensile experi-

Fig. 1 Schematic diagram for the light microscope �Courtesy of
Nikon�.

Fig. 2 Image of the grating taken by the microscopic imaging sys-

atem. The center to center grid distance is 0.1 mm.

Optical Engineering 033605-4
ent is shown in Fig. 3�a�. The miniature load frame �Fig.
�b�� was oriented such that the direction of elongation
grees with the x axis of the image plane. Compressive
rips were used to clamp the tensile specimens, as shown in
ig. 3�c�, and the specimens were loaded in displacement
ontrol mode at a rate of 0.4 mm/min. Sequential digital
mages were acquired from the onset of loading of 0.25 Hz

ig. 3 Experimental system used for the microtensile tests: �a� the
ptical test system and microtensile frame, �b� the microtensile
rame, and �c� a tensile specimen mounted with the compressive
rips.
nd the load was sampled at 20 Hz. All sequential images

March 2006/Vol. 45�3�
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Zhang, Luo, and Arola: Displacement/strain measurements using an optical microscope¼
were taken at a constant magnification and an image of the
cross-grating was taken after the tensile test to determined
the magnification ratio. In addition, the surface topography
of the tensile specimens was evaluated using a Zygo 3-D
profilometer. The average surface roughness �Ra�, peak to
valley height surface roughness �Ry� and root mean square
roughness �Rq� were assessed at five random spots and then
averaged for each material examined.

4 Results
The warping error distribution ��x ,�y� over the entire image
is shown in Fig. 4. In particular, the warping error distribu-
tion in the x and y directions is shown in Figs. 4�a� and
4�b�, respectively. The resultant error and a contour plot of
the resultant error distribution are shown in Fig. 4�c� and
4�d�, respectively. As expected, the error at the central area
of the image is far less than that at the four corners. Al-
though light microscopes are comprised of multiple optical
elements, the aberration distribution is similar to that of a
single lens. Interestingly, however, the error distribution in
the two directions �x, and y� is quite different, based on the
unique features of the microscope. The physical design of

Fig. 4 Lens aberration distribution of the light m
ration in the y direction, �c� total magnitude of
both the x and y axes are pixels.
the stereo light microscope �Fig. 1� incorporates two inde-

Optical Engineering 033605-5
endent light paths. When one video output is mounted to
nable image acquisition from either of these two beams,
here is an inclination angle between the light path and the
urface normal of the specimen, which lies in the horizontal
lane beneath the microscope. Consequently, the error dis-
ribution is not perfectly axisymmetric due to the misalign-
ent.
In the experiments involving rigid body movement, im-

ges were obtained with either He–Ne laser or white light
llumination. The images were processed using DIC and
esults of the analysis are listed in Table 1.

The sequential images of each tensile specimen were
nalyzed with an automatic DIC algorithm.11 The strain
istribution was calculated according to Eq. �6� and the
ensile stress was estimated from the load and the initial
ross-sectional area of the specimens. The moduli of elas-
icity for the three materials were obtained from the experi-
ental results and are listed in Table 2. The average elastic
odulus for each metal estimated from the experimental

esults is in very good agreement with the values reported
n standard handbooks.12

ope: �a� aberration in the x direction, �b� aber-
tion, and �d� aberration contour map. Units for
icrosc
aberra
March 2006/Vol. 45�3�
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5 Discussion
Experimental activities focused on calibration of the optical
system and development of coefficients for the warping
functions showed that the stereo microscope was subject to
lens aberration and resulted in distortion errors. Thus, for
loading conditions that invoke rigid body movement only,
aberration errors could be interpreted as “virtual displace-
ments” or “virtual strains” in the structure. Virtual strains
were determined from the derivatives of aberration errors
��x ,�y� that were estimated according to Eq. �1�; the strains
in the x and y direction are shown in Figs. 5�a� and 5�b�,
respectively. The resultant virtual strain and a contour map
of the distribution are shown in Figs. 5�c� and 5�d�, respec-
tively. Similar to the aberration error distribution, the vir-
tual strains at the center part of the image are minimal,
while virtual strains at the periphery are much greater. In
fact, the stereo microscope used in this study resulted in
errors in the y direction as large as 2000 microstrains in the
corners of the image. The errors are due to the combined

Table 1 The comparison of illum

Laser Illumination �pixels�

X dis X std Y dis Y s

1 0.00 0.00 0.00 0.0

2 6.45 0.09 5.95 0.1

3 12.48 0.17 12.00 0.2

4 19.18 0.26 18.37 0.4

5 25.53 0.34 24.89 0.5

6 32.25 0.43 31.06 0.7

7 38.31 0.50 37.33 0.8

8 44.63 0.59 43.62 0.9

9 50.68 0.67 49.89 1.1

Table 2 The tested Young’s moduli of three metal sheets.

Measurement
Aluminum

�GPa�
Brass
�GPa�

Stainless Steel
�GPa�

1 70.2 105.1 218.2

2 72.8 109.8 216.6

3 72.3 103.3 210.5

4 74.5

Average 72.5 106.1 215.1

Error 1.8 3.5 7.5

Value from handbook 72 110 200

T

Optical Engineering 033605-6
ontribution of lens aberration and inclination of the optical
ath. As is evident in Fig. 5�d�, there is a larger central area
n the x direction with small virtual strains. The majority of
rror has resulted from optical path inclination with respect
o the y axis. It is possible �and appropriate� to maximize
he area with minimal aberration errors for in-plane
isplacement/strain measurement by simply adjusting the
esting direction of the specimen. If a calibration is not
erformed the minimal error can be obtained from the cen-
ral portion of the image.

Illumination is another concern in application of DIC for
icroscale measurements. The significance of illumination

nd light source was examined by comparing the displace-
ent of an aluminum specimen illuminated using an unex-

anded laser beam or white light from a fiber optic illumi-
ator. Experimental results �Table 1� indicated that there
ere no appreciable differences with the illumination

ources when the specimen surface is under planer rigid
ody movement up to 50 pixels of displacement. That cor-
esponds to approximately 203 �m of displacement, since
he increment of the translation is 25.4 �m. The surface
ontrast resulting from illumination with the laser beam
as much higher than that by fiber optic illumination due to

nterference of the coherent light. However, the correlation
oefficient derived from the laser illumination was not as
igh as that obtained when using white light and is likely
ttributed to instability in the laser intensity, either emitted
rom the He–Ne laser or transmitting along the optical path.
onsistent with the distortion analysis, errors in the y di-

ection were larger than those in the x direction due to the
nclination angle of the binocular microscopic system. To
inimize errors due to inclination, the specimen or micro-

cope can be tilted so that the normal of the surface is
ligned with the optical path of the video camera.

The Young’s moduli for the aluminum, brass, and stain-
ess steel that resulted from experiments using micro-DIC
ere 72.5, 106.1, and 215.1 GPa, respectively �Table 2�.

with the rigid body movement.

White Light Illumination �pixels�

X dis X std Y dis Y std

0.00 0.00 0.00 0.00

6.25 0.09 5.83 0.13

12.38 0.17 11.94 0.27

18.90 0.25 18.32 0.41

25.48 0.34 24.86 0.56

32.14 0.42 30.91 0.70

38.29 0.50 37.33 0.84

44.59 0.59 43.61 0.98

50.54 0.67 49.83 1.12
ination

td

0

4

7

2

6

0

4

8

3

he elastic modulus reported in handbooks �e.g., Ref. 12�

March 2006/Vol. 45�3�



a
t

F

Zhang, Luo, and Arola: Displacement/strain measurements using an optical microscope¼
for the aluminum, brass, and stainless steel are 72, 110, and
200 GPa, respectively. According to Dowling,13 the coeffi-
cient of variation �COV� in experimental estimates for an
elastic modulus, which is estimated from the ratio of the
standard deviation and average value, is near 0.05. The
COV for the aluminum and brass �Table 2� are both less
than 0.05 and provide added confidence in the experimental
approach; for stainless steel, the COV is greater than 0.075.
Note that the specimen cross sections were measured using
dial calipers and that slight measurement errors could con-
tribute to systematic errors in estimations of Young’s modu-
lus. It is important to use a precise measurement technique
when conducting experiments on the mesoscale.

Surface preparation is generally regarded as an integral
part of displacement/strain measurements using DIC. The
speckled surface is the information carrier and a necessary
component for image correlation. Traditional methods of
surface preparation, which include application of fine
powder8 or spraying paint11 onto the specimen surface,
have proven to be effective. However, they are no longer
applicable for microscale measurements; speckles resulting
from spray paint or powder particles are exaggerated at
high magnification and can cause focusing problems. The

Fig. 5 Virtual strain distribution caused by lens a
strain in the y direction, �c� total magnitude of vir
both the x and y axes are pixels.
size of the speckles is of another concern in correlation. In r

Optical Engineering 033605-7
ddition, surfaces that are processed with fine sandpaper or
hat have been purposely scratched are not appropriate for

ig. 6 Speckle image of a tensile specimen without surface prepa-

ion: �a� virtual strain in the x direction, �b� virtual
ain, and �d� virtual strain contour map. Units for
berrat
tual str
ation under the light microscope.

March 2006/Vol. 45�3�
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DIC due to an over saturation of reflected light from the
scratched edges. An example speckle image from an alumi-
num sheet without surface preparation is presented in Fig.
6. Fortunately, through adjustment of the angle of illumina-
tion the natural texture of the object surface appears granu-
lated under illumination with a light microscope. The sur-
face topography of the aluminum sheet is shown in Fig. 7
over an area of approximately 0.167�0.125 mm. Surface
roughness parameters for the aluminum and stainless steel
sheets used in the experiments are listed in Table 3. Al-
though the sheet metals appeared quite smooth under the
naked eye and to the touch, the microscopic surface irregu-
larities provide an adequate texture for generation of a
high-contrast speckle image. Thus, surfaces with small to-
pographical variations are good enough to achieve high
correlation.

6 Summary
This paper explored the feasibility of applying DIC for
displacement/strain measurements on the microscale using
a light microscope. A simple calibration procedure was in-
troduced for removing image distortion attributed to the
lenses and prisms of a light microscope. The process con-
sisted of performing a calibration using a precision-
machined cross-grating plate and development of warping
functions that describe the error distribution. Similar to ab-
erration errors resulting from a single lens, the largest ab-
erration errors were located at the periphery of the digital
images. Aberration errors resulted in distortion of the digi-

Table 3 The surface roughne

Measurement

Aluminum sheet

Ra ��m� Ry ��m�

1 0.431 39.905

2 0.447 8.694

3 0.376 10.329

4 0.409 7.727

5 0.915 8.630

Ra: the average surface roughness; Ry: the p
square surface roughness.
Fig. 7 Surface topography of an aluminum tensile specimen.
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al images and, in application of DIC, result in the appear-
nce of “virtual displacements” or “virtual strains” in the
tructure. By performing a calibration using a precision
ross-grating and development of warping functions to de-
cribe the distortion distribution, DIC can be applied for
n-plane displacement/strain measurements. Although sur-
ace preparation is generally required for measurements of
isplacement or strain using DIC, the natural surface topog-
aphy is sufficient for microscopic measurements using
roper illumination of the surface. White light illumination
hould be used with an adjustment of the angle of incidence
o generate a surface with a large range in gray-scale inten-
ity. An unexpanded laser beam can also be applied to illu-
inate to produce a speckled surface with high contrast if

table laser illumination can be achieved.
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