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Abstract— Time window functions are used as broad-
band excitations to obtain the output power spectrum of
photodetectors. Numerical results show a good agreement
with experimental results. The proposed method yields a
two-orders-of-magnitude reduction in computing time and
memory compared to traditional monochromatic calcula-
tions. This large reduction makes it possible to design
high-performance photodetectors with numerical optimiza-
tion on desktop computers. We use this approach to design
a device whose 3-dB bandwidth is four times larger than the
initial design.

Index Terms— Drift-diffusion equations, photodetectors,
photodiodes.

I. INTRODUCTION

SEMICONDUCTOR photodetectors, which convert inci-
dent optical signals into electrical currents, are widely

used in optical communication and other opto-electronic and
RF-photonic applications that require large bandwidth, high
efficiency, and low dark current [1], [2], [3], [4], [5], [6],
[7], [8], [9], [10]. The compression currents of photodetectors
are currently a critical bottleneck in the effort to increase
the compression dynamic range of analog optical links [5].
Different designs have been proposed to overcome this chal-
lenge [1], [2], [6], [7], [8], [9], [10]. Uni-traveling carrier
(UTC) photodetectors have been developed that achieve a
high bandwidth by minimizing unwanted space charge that
limits the output RF power of photodetectors [6]. modified
UTC (MUTC) photodetectors further improve upon the UTCs
and can support higher output currents [2], [7], [8], [9].
Alternative designs have been proposed [11], [12] that are
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expected to improve the device performance, but determining
the optimal design that meets all the design requirements is
a nontrivial task due to the design trade-offs [1], [2], [3],
[4], e.g., smaller photodetectors have a larger bandwidth but
generate a weaker output current. In order to characterize a
photodetector’s performance, it is necessary to find the pho-
todetector’s RF output power spectrum either experimentally
or numerically. Obtaining numerical results quickly can help
to reduce computational costs and save time.

One can calculate the output power of a photodetector by
solving the drift-diffusion equations [4], [13] using a single-
frequency (monochromatic) modulation of the input optical
power. By repeating the same procedure over the entire fre-
quency range of interest, one can obtain the RF output power
spectrum with high accuracy. The use of parallel computing
resources can reduce the computation time since the response
to each frequency modulation is calculated independently.
On the other hand, one can obtain the entire spectrum in
one run by using broadband modulation. For example in [14],
we use a sinc function as a broadband modulation, which
carries the signature of all the frequencies from dc to a desired
limit almost at the same strength. However, a sinc–function has
a long oscillatory tail that only slowly decays, so a simulation
that uses it requires a long simulation time, which has to be
tens or even one hundred times the period that corresponds
to the highest frequency of interest in order to obtain high
accuracy. These long integration times imply that much of
the advantage that is gained by just computing the response
to a single modulation is lost. However, some applications
do not require very high accuracy. For example, when the
goal is trying to design a high bandwidth photodetector via
numerical optimization, it is desirable to rapidly obtain a
rough determination of the decrease in performance over the
bandwidth of the device, which in the case of a MUTC
photodetector might be between 1 and 100 GHz.

We can in principle avoid the necessity of determining the
response individually at each frequency by using a broadband
modulation function that has a more rapid falloff in time.
However, this more rapid falloff in time leads to a falloff
in the input optical frequency at high frequencies that is not
present with the sinc function. This falloff can decrease the
accuracy of the result. Due to the uncertainty principle, the
rate of falloff of a given modulation, which is characterized
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Fig. 1. Illustration of a reverse-biased photodetector illuminated from
its n-side. Thin yellow layers represent the contacts.

by the 3-dB bandwidth, is proportional to the duration of the
modulation. Hence, there is a tradeoff between the duration
of the modulation and accuracy. This observation suggests a
two-stage design process. In the first stage, we use lower-
accuracy results for an initial optimization. In the second stage,
we validate these results using more accurate results that we
can obtain using monochromatic excitations.

Both in signal processing [26], [27] and time domain model-
ing of electromagnetic [28] and geophysical [29] systems, win-
dow functions are commonly used to evaluate the broadband
response of a system. The advantage of using these special
window functions is that they are smooth and—unlike the sinc
function—they diminish very fast in the time domain. Hence,
compared to the other two options (multiple monochromatic
simulations or a single simulation with a sinc modulation), the
use of these window functions to modulate the input optical
power is expected to require less computational time for the
simulation at the expense of reduced accuracy, especially at
the higher frequencies. In this work, we first quantify this error
and compare the numerical results with experiments that were
carried out using a recently fabricated MUTC photodetector
that we will describe shortly. Then we use this fast method in
combination with the particle swarm optimization (PSO) [30],
[31], [32] algorithm to design a MUTC photodetector with
a higher bandwidth. Finally, we compare the RF spectrum
of the optimized device that we obtained using broadband
modulation to the RF spectrum of the same device using
monochromatic modulation. The results are in excellent agree-
ment, thereby validating the overall approach’s efficiency and
accuracy.

II. DRIFT-DIFFUSION EQUATIONS

Fig. 1 illustrates a reverse-biased photodetector illuminated
from the top.

Our formulation starts with the electron and hole continuity
equations and the Poisson equation

∂
(

p − n−

A

)
∂t

= −
1
q

∇ · Jp + G ii + Gopt − R(n, p) (1a)

∂
(
n − N+

D

)
∂t

= +
1
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∇ · Jn + G ii + Gopt − R(n, p) (1b)

∇ · E =
q
ϵ
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)
(1c)

Fig. 2. Electron drift velocity of InP as a function of local electric field
intensity. The blue curve is obtained with the (3a) using the parameters
listed in Table I. The red circles are the experimental results [17].

where n is the electron density, p is the hole density, t is time,
q is the unit of charge, Jn is the electron current density, Jp is
the hole current density, R is the recombination rate, G ii and
Gopt are impact ionization and optical generation rates, E is
the electric field at any point in the device, ϵ is the electrical
permittivity, N−

A is the ionized acceptor concentration, and
N+

D is the ionized donor concentration. The electron and hole
current densities are governed by the equations

Jp = qpvp(E) − q Dp∇ p (2a)
Jn = qnvn(E) + q Dn∇n (2b)

where vn(E) and vp(E) are the electric-field-dependent elec-
tron and hole drift velocities, Dn and Dp are the electron and
hole diffusion coefficients, respectively. We use the following
empirical expressions for vn(E) [15] and vp(E) [16] to fit the
measured results:

vn(E) =
E

(
µn + vn,satβ|E|

)
1 + β|E|

2 (3a)

vp(E) =
µpvp,satE(

v
γ
p,sat + µ

γ
p|E|γ

)1/γ
(3b)

where µn is the electron low-field mobility, vn,sat is the
saturated electron velocity, β is a fitting parameter, µp is the
hole low-field mobility, γ is an empirical fitting parameter
that depends on temperature, and vp,sat is the saturated hole
velocity. See Fig. 2 as an example.

To take into account the dependence of electron and hole
low field mobilities, µn and µp, on the doping density,
we define

µn,p =
µn0,p0

1 +

(
ND + NA

Nref

)η (4)

where µn0 and µp0 are electron and hole mobilities at low
doping concentrations, respectively, while Nref and η are
empirical parameters. The electric field-dependent electron and
hole diffusion coefficients are calculated with [18]

Dn(E) =
kB T µn/q[

1 − 2
(
|E|/E p

)2
+

4
3

(
|E|/E p

)3
]1/4 (5a)

Dp(E) =
kB T

q
vp(E)

E
(5b)
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where E p is the electric field at which the diffusion constant
peaks. The recombination rate in (1a) includes three terms:
Auger recombination, RAuger = (Cnn + C p p)ϕ, radiative
recombination, Rrad = Brϕ, and the Shockley-Read-Hall effect
(RSRH), which is defined as follows [19]:

RSRH =
ϕ

τp(n + ni ) + τn(p + ni )
(6)

where ϕ = np − n2
i , τn and τp are the electron and hole

lifetimes, ni is intrinsic carrier density, respectively, Cn and
C p are the Auger recombination rate for electrons and holes,
and Br is the radiative recombination coefficient.

The optical generation rate in (1a) is Gopt(x, t) =

Gc(t)e−α(L−x), where α is the absorption coefficient, x is the
distance across the device, L is the device length, and Gc(t)
is the generation rate coefficient as a function of time, which
is given by Gc(t) = αPopt(t)/AWphoton, where Popt(t) is the
optical power as a function of time, A is the area of the light
spot, and Wphoton is the photon energy [20]. Note that the
generation rate in the absorption layer depends on the location
of the device as well as the material. The total output current
(Jt) is the sum of the hole (Jh), electron (Je), and displacement
currents (Jd = ϵ∂ E/∂t).

Our model accounts for the incomplete ionization of doping
impurities such as boron, aluminum, and nitrogen, using the
following expressions [20], [21]:

N+

D = ND

[
1 + gD exp

(
EFn − ED

kB T

)]−1

(7a)

N−

A = NA

[
1 + gA exp

(
E A − EFp

kB T

)]−1

(7b)

where ND and NA are the donor and acceptor impurity
concentrations, gD and gA are the respective ground-state
degeneracy of donor and accept impurity levels [3], [22], E A

and ED are the acceptor and donor energy levels, EC and EV

are the low conduction band and the high valence band energy
levels, EFn and EFp are the quasi-Fermi energy levels for the
electrons and holes, and T is the temperature. The electron
and hole generation rate due to impact ionization G ii can be
described as follows [23]:

G ii = αn
|Jn|

q
+ αp

|Jp|

q
(8)

where αn and αp are the impact ionization coefficients of the
electrons and holes, respectively. We calculate their values
using the formulae [23], [24]

αn = An · e−Bn/|E| and αp = Ap · e−Bp/|E| (9)

where An , Bn , Ap, and Bp are experimentally-determined
parameters [24], [25]. The parameters for InGaAs and
InP—the two semiconductor materials that are used in our
calculations—are listed in Table I.

III. BROADBAND MODULATION

We write the input optical power as Pin(t) = P0 × {1 +

m × Fmod(t)}, where P0 is the strength of the excitation,
m is the modulation depth, t is time, and Fmod(t) is the
modulation function. We can define a monochromatic or

TABLE I
MATERIAL PARAMETERS AT 300 K THAT ARE USED IN OUR

CALCULATIONS. m0 IS THE ELECTRON MASS

broadband modulation using various function types. Fig. 3(a)
shows examples of cosine, sinc, and Blackman-Harris window
functions that we will refer to respectively as monochromatic,
broadband-sinc, and broadband-window. The explicit form of
these functions is given by the following equation:

Fmod(t) = cos(2π fi t) (10a)
Fmod(t) = sinc[2 × f max

mod × (t − tc)] (10b)

Fmod(t) =
1
L

N∑
n=0

an cos
(

2πn(t − tc)
L

)
for |t − tc| ≤

L
2

(10c)

respectively, where fi is an individual frequency value of
interest, f max

mod is the highest frequency of interest, Tmax is the
largest t value, tc is the pulse central time, and L = 1/ f max

mod .
The coefficients {an}

N
0 are real constants that determine the

characteristics of the windowing function. The rules for select-
ing the values of an may be found in [26] and [27]. In this
work, three of the most commonly used windowing functions
are implemented: the minimum four-term Blackman-Harris,
the four-term continuous third derivative Nuttall, and the five-
term flat-top with the values of an listed in Table II.

Fig. 3(b) shows frequency content of these three functions.
As expected, the monochromatic modulation shows a peak at
the frequency fi , and the sinc function has an almost constant
strength from f = 0 GHz to f max

mod , and the window function
includes all frequencies up to and beyond f max

mod , but with a
magnitude that decreases with increasing frequency.

For the monochromatic modulation, the output power is
simply

I 2
rms(t) × Rload (11)
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TABLE II
COEFFICIENTS IN THE BROADBAND WINDOW FUNCTION FOR THE

MINIMUM FOUR-TERM BLACKMAN-HARRIS WINDOW, CONTINUOUS

THIRD DERIVATIVE NUTTALL WINDOW, AND FLAT-TOP WINDOW.
WE NOTE THAT DIFFERENT REFERENCES PROVIDE SLIGHTLY

DIFFERENT COEFFICIENTS, E.G., [26], [27]. AS LONG AS WE

NORMALIZE THE PULSE IN THE TIME DOMAIN WITH ITS

MAXIMUM VALUE SO THAT MAX[FMOD (t )] = 1 AND WE

NORMALIZE THE POWER SPECTRUM SO THAT

POUT (f = 0) = 1, THESE DIFFERENCES DO NOT

SIGNIFICANTLY CHANGE THE FINAL RESULTS

Fig. 3. Three different excitations: cos(2πfit), sinc[2f max
mod(t − tc)], and

a Blackman-Harris pulse for Tmax = 1 ns; ∆t = 0.1 ps; tc = Tmax/2,
f max

mod = fi = 100 GHz, in (a) time-domain and (b) frequency-domain.

where Rload is the load resistance. For the broadband-sinc
modulation, the fast Fourier transform (FFT) of the output
current is first normalized

Y = |FFT{Irms(t)}| × nperiods/L) (12)

then squared, and then multiplied by 2Rload, so that

Pout( fi ) = 2 × Rload × Y 2 (13)

which then yields the entire power spectrum for 0 <

fspectrum ≤ f max
mod , where

L = T/1t, (14a)
t = 0 : 1t : T, (14b)

fspectrum = fs × (0 : L/2)/L/2, (14c)
fs = 1/1t, (14d)

nperiods = T × f max
mod . (14e)

For the broadband-window modulation, the different fre-
quencies are not represented at the same strength, and we must
normalize the spectrum of I 2

rms(t) × Rload with respect to the

TABLE III
FIRST THREE COLUMNS LIST THE SEMICONDUCTOR TYPES,

THICKNESSES (ti), AND DOPING LEVELS (di) FOR THE 15 LAYERS OF

THE ORIGINAL MUTC PHOTODETECTOR, I.E., i = 1, 2, . . . , 15. THE

LAST TWO COLUMNS LIST THICKNESSES AND DOPING LEVELS FOR

THE DESIGN OBTAINED WITH THE OPTIMIZATION THAT ASSUMES

SAME MATERIAL AND DOPING TYPES

square of the absolute value of the FFT of Fmod(t), so that

Pout( fi ) =
|FFT of I 2

rms(t) × Rload at fi |

|FFT of Fmod(t) at fi |
2 . (15)

To verify the efficiency and determine the accuracy of the
method, we study a MUTC photodetector next, both experi-
mentally and numerically. We then demonstrate the usefulness
of this approach by using it to optimize the device design in
order to significantly increase its bandwidth.

IV. VALIDATION AND OPTIMIZATION

Our MUTC photodetector has 15 layers with different
semiconductor materials and varying thicknesses and doping
levels as listed in the first three columns of Table III. The
photodetector is reverse-biased (Vbias = −9 V) and is illumi-
nated by a continuous wave laser operation at 1550 nm that is
modulated by an input RF signal. The diameters of the incident
beam and photodetector are 40 and 28 µm, respectively. The
load resistance is 50 �. More details of our simulation model
may be found in [4].

Fig. 4 compares experimentally-measured RF output spec-
trum with numerical results that we obtained using a
broadband-sinc function and the three broadband-window
functions that we defined in (10b) and (10c) that is imple-
mented with the coefficients given in Table II. The accuracy
of the broadband-sinc function’s implementation depends on
our choice of Tmax; a longer Tmax yields a more accurate
solution. Here, we use 20 000 time-steps for the broadband-
sinc implementation. Time-window implementations do not
have such a dependency. For this comparison, we choose
2000 time steps so that the implementation requires 10% of
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Fig. 4. RF output power spectrum of the original design that is detailed
in Table III. Black circles depict the experimental results while red
continuous, yellow dashed, magenta dashed-dotted, and green dotted
curves show the numerical results for the broadband cases obtained
with a sinc, Blackman-Harris, Nuttall, and flat-top window, respectively.

TABLE IV
AVERAGE ERROR (ϵBH , ϵNU , AND ϵFT ) VERSUS ∆t FOR

BLACKMAN-HARRIS, NUTTALL, AND FLAT-TOP

WINDOWING FUNCTIONS

the computation time as is the case for the broadband-sinc
implementation.

As expected in all cases, the numerical results show excel-
lent agreement with experiments at low frequencies. The
differences become visible as we reach the high end of the
spectrum. In order to determine how many time steps would
be necessary to get a rough estimate of the RF spectrum
of a photodiode, we run three additional sets of numerical
calculations, where in each run, we increase 1t by decreasing
L , the number of time steps, from 2000 to 100. We take
the simulation results obtained with the broadband-sinc mod-
ulation function and 20 000 time steps as the ground truth.
As listed in Table IV, we see that the average error increases
steadily but even for the worst case, where we use only
100 time steps, the average error is still less than 2%.

Using 100 time steps instead of 20 000 leads to a reduction
in the computation time and memory usage by almost a factor
of 200. While the broadband-window modulation functions
yield errors on the order of 2% at high frequencies, these errors
are not large enough to significantly affect device optimization.
In order to verify this claim, we use the proposed method
as the forward solver in a particle-swarm optimization (PSO)
implementation in which the material and doping types are
fixed, the doping density and thickness of each layer are the
variables to be optimized, and the cost function is simply
the sum of the absolute value of the entire RF output power
spectrum. For the PSO algorithm, we use a swarm size of 300.
We ran the optimization algorithm on a desktop computer and

Fig. 5. RF output power spectrum of the original design (blue curve)
and optimized design. The red dashed lines represent the approximate
spectrum obtained with 100 time steps. The dotted yellow lines show
the spectrum calculated with the monochromatic modulations.

it generated around 600 designs before obtaining a design that
has a half-power bandwidth of 50 GHz. The layer thicknesses
and doping levels of the optimized design are listed in the
last two columns of Table II. The blue-solid and red-dashed
curves in Fig. 5 show the spectrum of the original and opti-
mized designs, respectively. The yellow-dotted curve shows
the power spectrum of the optimized design, which is obtained
with the monochromatic modulation. We observe a difference
in the output power, especially for frequencies 40 GHz. How-
ever, we achieved our objective of designing a photodetector
with a half-power bandwidth that exceeded 50 GHz with a
greatly reduced computation time.

The responsivity of the original design is calculated to be
0.47 A/W, corresponding to a quantum efficiency of 0.38.
These values for the optimized design are 0.54 A/W and
0.43, respectively. The phase noise of the original and opti-
mized designs are calculated to be −173 and −176 dBc/Hz,
respectively, at an operation frequency of 5 GHz. Despite
having similar device lengths, 2640 versus 2663 nm, they have
different decay times, 37.2 versus 24.8 ps, where the decay
time is defined as the difference between the time the electric
current reaches its maximum value and the time it takes the
electrical current to be reduced to 1% of that maximum value.
In Fig. 6, each circle represents the quantum efficiency and
bandwidth of one unique design generated during the opti-
mization study, where the fill color changes according to the
decay time. In the investigation of photodetectors possessing
wide bandwidths (depicted by dark blue circles), it is noted
that they exhibit a comparatively lower capacitance when
compared to their narrow bandwidth counterparts (represented
by yellow circles). This lower capacitance indicates a reduced
ability to accumulate charge prior to saturation, facilitating a
faster response to variations in light intensity and consequently
shorter decay times. Thus, the trend demonstrated in Fig. 6,
wherein decay time decreases with increasing bandwidth,
is consistent with our expectations.

Since the modulation that is defined with a window function
contains a wide range of frequencies with different strengths,
the numerical results obtained with this technique will be accu-
rate within machine precisions if the photodetector response to
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Fig. 6. Quantum efficiency versus bandwidth of more than 600 unique
designs generated during the optimization study, where the colors
changing from dark blue to yellow represent the decay time. The
red down arrow is added to highlight the optimized design’s quantum
efficiency and bandwidth.

the modulation is linear. The nonlinearities that are induced by
space charge are lower at lower powers. So, we anticipate that
this approach will work best at low powers, where current
compression does not play a significant role. The power
threshold up to which this technique is applicable would vary
depending on the photodetector structure. The photodetector
that we studied has a linear response up to a modulation depth
of 0.1.

V. CONCLUSION
By comparing our numerical results with experiments,

we show that the use of window functions enables fast
evaluation of the broadband RF output spectrum of pho-
todetectors approximately. This approach makes photodetector
design with numerical optimization possible even on desktop
computers. We used this approach to optimize the design of
a MUTC photodetector. We achieved a speedup of approxi-
mately a factor of 200 relative to the computational cost of
using a broadband-sinc function modulation, which in turn is
faster than monochromatic modulation. Using this approach,
we designed a device with a 3-dB bandwidth of 50-GHz,
which is four times larger than the bandwidth of our initial
design.
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