
a large number of (nearly contiguous) spectral bands, pro-
viding very detailed information about the sensed scene.
From a remote sensing perspective, the spatial and signifi-
cantly improved spectral resolutions provided by these
latest generation instruments have opened cutting-edge
possibilities in many applications, including environmen-
tal modeling and assessment, target detection and identi-
fication for military and defense/security purposes,
agriculture, urban planningand management studies,
risk/hazard prevention and response including wild land
fire tracking, biological threatdetection, and monitoring of
oil spills and other types of chemical contamination,
among many others.

Because of their potential, remote sensing hyperspec-
tral sensors have been incorporated in different satellite
missions over recent years like the currently operating
Hyperion on NASA’s Earth Observing-1 (EO-1) satellite1or
CHRIS sensor on the European Space Agency (ESA)’s
Proba-1. Furthermore, the remote sensing hyperspectral
sensors that will be allocated in future missions will have
enhanced spatial, spectral, and temporal resolutions,
which will allow capturing more hyperspectral cubes per
second with much more information per cube. For exam-
ple, it has been estimated by the NASA’s Jet Propulsion
Laboratory (JPL) that a volume of 1–5 TB of data will be
daily produced by short-term future hyperspectral mis-
sions like the NASA’s HyspIRI.2 Similar data volume ratios
are expected in European missions such as Germany’s
EnMAP3 or Italy’s PRISMA.4 Unfortunately, this extraor-
dinary amount of information jeopardizes the use of these
last-generation hyperspectral instruments in real-time or
near-real-time applications, due to the prohibitive delays
in the delivery of Earth Observation payload data to ground
processing facilities. In this respect, ESA has already
flagged up in 2011 that ‘‘data rates and data volumes pro-
duced by payloads continue to increase, while the available
downlink bandwidth to ground stations is comparatively
stable’’ [1]. In this context, the design of solutions that
enable to take advantage of the ever increasing dimen-
sionality of remotely sensed hyperspectral images for real-
time applications has gained a significant relevance during
the last decade.

Within this scenario, onboard processing systems have
emerged as an attractive solution in order to decrease the
delays between the acquisition of a hyperspectral image, its
processing/interpretation, and the decision on a proper
action to be taken according to the information extracted
from the image. This can be mainly achieved in two ways:
1) performing onboard (lossless or lossy) compression of
the acquired data before transmitting them, so that the
remotely sensed hyperspectral images are downloaded and
further processed at the ground level; and/or 2) processing

the hyperspectral images according to the needs of an ap-
plication (or a set of them), so that only the obtained
results [i.e., number and location of thematic classes after
performing a classification/clustering of the sensed
images, location of a set of sought targets within an image,
pure spectral signatures (endmembers) together with their
correspondent abundance factors obtained after spectral
unmixing, etc.] are transmitted. At this point, it is worth
mentioning that both scenarios, which have been exem-
plified in Fig. 1 using a toy example, are not mutually
exclusive since a possible framework could be to process
the image onboard and, then, compress the results ob-
tained prior to the transmission to ground.

For the particular case of Earth Observation satellites,
these onboard systems should at least accomplish the fol-
lowing three mandatory characteristics. First, they must
allow high computational performance, since all the state-
of-the-art algorithms for compressing and/or processing a
given hyperspectral image have a huge associated compu-
tational burden. Second, they should have compact size
and reduced weight and power consumption, due to the
inherent nature of remote sensing satellites. Last but not
least, they must be resistant to damages or malfunctions
caused by ionizing radiation, present in the harsh environ-
ment of outer space. Furthermore, it would be highly de-
sirable that these high-performance onboard processing
systems could also show a high degree of flexibility so that
they can adapt to varying mission needs, faults, and/or to
evolving and future processing algorithms and standards.

Among the different general-purpose high-performance
computing platforms that are currently commercially
available, current radiation-hardened and radiation-
tolerant field-programmable gate arrays (FPGAs) undoubt-
edly represent the best choice in terms of the requirements
outlined above, due to their negligible size and mass when
compared with traditional cluster-based systems, as well as
to their lower power dissipation figures when compared
with graphics processing units (GPUs). Because of this
reason, this work is focused on demonstrating the suita-
bility of FPGAs to onboard processing of hyperspectral
images acquired by current and future remote sensing

1http://eo1.gsfc.nasa.gov
2http://hyspiri.jpl.nasa.gov
3http://www.enmap.org
4http://www.asi.it/en/flash_en/observing/prisma

Fig. 1. Onboard processing systems scenario.
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