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Abstract—Remote sensing images exhibit significant contrast and intensity regions and edges, which makes them highly suitable for using different texture features to properly represent and classify the objects that they contain. In this paper, we present a new technique based on multiple morphological component analysis (MMCA) that exploits multiple textural features for decomposition of remote sensing images. The proposed MMCA framework separates a given image into multiple pairs of morphological components (MCs) based on different textural features, with the ultimate goal of improving the signal-to-noise level and the data separability. A distinguishing feature of our proposed approach is the possibility to retrieve detailed image texture information, rather than using a single spatial characteristic of the texture. In this paper, four textural features: content, coarseness, contrast, and directionality (including horizontal and vertical), are considered for generating the MCs. In order to evaluate the obtained MCs, we conduct classification by using both remotely sensed hyperspectral and polarimetric synthetic aperture radar (SAR) scenes, showing the capacity of the proposed method to deal with different kinds of remotely sensed images. The obtained results indicate that the proposed MMCA framework can lead to very good classification performances in different analysis scenarios with limited training samples.

Index Terms—Decomposition, image separation, multinomial logistic regression (MLR), multiple morphological component analysis (MMCA), sparse representation, textural features.

I. INTRODUCTION

Remote sensing image classification aims at distinguishing different categories or thematic land-cover classes using different features [1]. In the classification process, each image pixel or area is assigned into one of the several thematic categories. An important trend in remote sensing image classification is to incorporate spatial features (e.g., texture or morphology) to improve the classification results that can be obtained using the original image data alone [2]. The incorporation of spatial information is mainly performed as a spatial preprocessing or postprocessing. In addition, some methods, like discriminative random fields [3], [4], conditional random fields [5], [6], and relaxation methods [7], take the spatial information into account during the classification process. On the one hand, spatial preprocessing aims at extracting spatial features. Among the techniques based on this strategy, we can highlight the use of morphological profiles [8], [9], morphological attribute profiles [10], morphological component analysis (MCA) [11], morphological neighborhood filter-based techniques [12], empirical mode decomposition (EMD) [13], [14], wavelet filters [15], and others [16], [17]. On the other hand, postprocessing-based approaches generally perform spatial regularization after classification [18]. For instance, techniques based on partitional clustering [19], watershed transformations [20], relearning algorithms [21], graph-based classification [22], or super pixel approaches [23] have been used for this purpose.

Both preprocessing and postprocessing techniques have received great attention for remotely sensed image classification and achieved remarkable performance [24], [25]. The main difference between these two approaches is that postprocessing performs spatial regularization based on the classification result obtained from the original image, i.e., no new features are introduced. In turn, when spatial information is included at the preprocessing stage, this generally means that a new set of features is used in order to increase data separability. This has fostered significant interest in the use of preprocessing techniques. As preprocessing-based approaches, image-decomposition-based schemes have been successfully applied to different image classification tasks [26], [27]. In [11], the authors proposed an MCA-based image separation approach which constructs a sparse representation of an image and separates the image into morphological components (MCs). In [28], sparsity and morphological diversity have emerged as effective features for blind source separation. In [29], an MCA-based image separation

Digital Object Identifier 10.1109/TGRS.2015.2511197
method was applied to remotely sensed hyperspectral image classification, exhibiting very good results in comparison with postprocessing-based approaches. The basic idea of traditional MCA-based image separation is to choose two dictionaries, i.e., content and texture, for the representation of their MCs, then compute the sparse coefficients over the images that they are serving, and finally generate the decomposed content and texture components.

As reported in previous works [11], [29], the effectiveness of MCA is mainly due to the following issues. On the one hand, via the considered decomposition approach, new features (components) are obtained, which can lead to better image separability. On the other hand, the smoothness component generally shows better signal-to-noise ratio in comparison with the original image. However, the traditional MCA decomposes an image only into content and texture components, in which new features are fixed (and limited in number), leading to limited improvements in data exploration. Furthermore, the MCA-based decomposition neglects the fact that there are many different kinds of textural features, such as coarseness, directionality, etc., which may be essential for describing the spatial information contained in the image. In order to eliminate these deficiencies and better exploit the spatial textural information contained in the image, we propose a multiple MCA (MMCA) approach for image separation that uses an approach similar to other unsupervised feature extraction approaches that use both spatial and spectral features [30]. The proposed MMCA is based on the fact that an image can be described by different textural features and then can be separated into a smoothness and a texture component for each textural feature, where five textural features: content, coarseness, contrast, and directionality (including horizontal and vertical), are considered in this work. Since remote sensing images exhibit significant contrast and intensity regions and edges, this makes them highly suitable for using different texture features to properly represent and classify the objects that they contain. A sparse representation method is then adopted for the image separation, where the dictionaries are randomly generated from the image and constructed by performing transformations based on a given textural feature. In order to evaluate the proposed MMCA, we conduct classification on the extracted features via a multimodal logistic regression (MLR) based classifier by using the variable splitting and augmented Lagrangian (LORSAL) algorithm [31].

The remainder of this paper is organized as follows. Section II presents the proposed MMCA approach and provides the details of the considered MMCA-based image separation technique, as well as the construction of the corresponding dictionaries for different textural features. Section III discusses the experimental results intended to test the performance of the proposed MMCA scheme. The experiments are conducted using two real hyperspectral data sets, respectively, collected by the Reflective Optics Spectrographic Imaging System (ROSIS) over the city of Pavia, Italy, and by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) over the Indian Pines region in Indiana. We also use polarimetric synthetic aperture radar (SAR) data sets collected by AirSAR over the Flevoland site in The Netherlands and by the Electromagnetics Institute

II. MMCA-BASED IMAGE SEPARATION

In this section, we describe the proposed MMCA-based image separation scheme. A first relevant issue is the dimensionality of the original data set, particularly in remotely sensed scenes with high spectral resolution such as hyperspectral data. In order to reduce the data dimensionality, we use the minimum noise fraction (MNF) [32] to retain a small number of components in comparison with the number of bands in the original data as discussed in Section II-A. The traditional MCA is outlined in Section II-B. The core of the proposed MMCA, which aims at decomposing a given image into a smoothness and a texture component by a given feature, will be presented in Section II-C. For simplicity, in this paper, we use the term “components” to refer to a set of uncorrelated images obtained by certain transformations on the original data, while we use the term “feature” to denote the spatial textural feature extracted from each image. Section II-D introduces the details of image separation based on the considered textural features. Finally, Section II-E briefly outlines the considered classification strategy.

A. Dimensionality Reduction

Classification of remotely sensed images can be performed using all of the original image information. However, for high-dimensional data sets such as hyperspectral images, it is common that the data generally live in a subspace of much lower dimensionality in comparison with the original spectral space [33], [34]. Following our previous work [29], we propose to use the MNF [32] to reduce the dimensionality of the original data. MNF is a widely used and effective technique for dimensionality reduction which, in comparison to principal component analysis (PCA) [35], [36], considers the influence of noise. Here, we use the MNF to retain a number of components that contain 99% of the information in the original data sets. Nevertheless, it should be noted that the main goal of this step is to reduce the computational cost by reducing the data dimensionality. At this point, we emphasize that we have experimentally tested that there is no significant difference in using the MNF, PCA, or other dimensionality reduction transformation in our proposed strategy.

B. MCA-Based Image Separation

MCA is a method which allows us to separate features contained in an image when these features present different morphological aspects [11]. For an image $y \in \mathbb{R}^N$, where $N$...
proposed MMCA includes three main steps. In the first step, distinct textural features. As can be seen from Fig. 1, the considered scheme, where a toy example with five different classes is shown.

Fig. 1. Proposed MMCA-based image separation scheme for a toy example with five classes and distinct textural features.

C. MMCA-Based Image Separation

For a given image \( y \) with \( N \) pixels, the objective of MMCA is to separate it into two components: a smoothness component \( y_s \) and a texture component \( y_t \), respectively. These components represent the original image under a linear combination as follows:

\[
y = y_s + y_t + n
\]  

(2)

where \( n \) is the residual in the approximation of the image. The traditional MCA separates the image into content \( y_s \) and texture \( y_t \) components. This conventional formulation limits the exploration of the spatial information contained in remote sensing images, which are dominated by significant contrast and intensity regions and edges that can be better captured by using more than one type of textural features. In order to fully exploit the spatial texture information contained in the image, we propose an MMCA scheme to better describe the textural features. As a result, in addition to the traditional content feature, we consider four new textural features, namely, coarseness, contrast, horizontal, and vertical for separation [37]. Fig. 1 illustrates the proposed MMCA decomposition scheme, where a toy example with five different classes is considered. For illustrative purposes, the considered image has distinct textural features. As can be seen from Fig. 1, the proposed MMCA includes three main steps. In the first step, we randomly choose several partitions from image \( y \) for the initialization of the two dictionaries. In the second step, for the two components (i.e., the smoothness \( y_s \) and its texture \( y_t \)), we build two corresponding dictionaries based on certain transformations on the chosen image partitions. Finally, in the last step, sparse coding is performed to learn the MC coefficients. At the same time, following [29], the associated dictionaries are iteratively updated by adopting total variation and hard threshold regularization. After separation, it is observable that different textural features lead to specific components.

For the aforementioned three steps, the most difficult part is the construction of the dictionaries involved in the second step, which are essential for the learning of the sparse coefficients. Therefore, in the following, we provide a detailed description of the textural features and their corresponding dictionaries used in this work.

1) Content Feature: This feature represents the traditional textural feature used for MCA decomposition, resulting in the standard cartoon and texture MCs. For the content component, which allows for the extraction of anisotropic structures, smooth curves and edges of different lengths in an image can be extracted by the curvelet transform [38], [39], biorthogonal wavelet transform [40], undecimated wavelet transform [41], and local ridgelet transform [42], among others. Following [29], for the content component, we use a local curvelet transform to generate the dictionary from the randomly chosen image partitions. For the texture component, the local discrete cosine transform [43] or the Gabor transform [44] can be used to build a morphological dictionary. Similar to [29], a local Gabor wavelet transform is adopted to build the dictionary from the same image partitions.

2) Coarseness Feature: This is a relevant textural feature in an image. As the bilateral filter is a nonlinear, edge-preserving, and noise-reducing smoothing filter for images [45], we use it to build a coarseness dictionary. Bilateral filtering replaces the intensity value at each pixel in an image with a weighted average of intensity values from nearby pixels. This weight can be based on a Gaussian distribution. Crucially, the weights depend not only on the Euclidean distance between pixels but also on the radiometric differences (e.g., range differences such as color intensity or depth distance). This preserves sharp edges by systematically looping through each pixel and adjusting weights to the adjacent pixels accordingly. For the opposite component, we use a wavelet thresholding filter [46] to preserve small edges and elements while weakening strong edges and larger elements in the image.
3) Contrast Feature: This feature measures the variance of the gray-scale distribution, where high and low contrast values mean fast and slow intensity changes. In [37], the authors explored four factors for contrast, including the dynamic range of gray-levels, ratio of black and white areas, sharpness of edges, and period of repeating patterns. In this paper, we adopt the anisotropic diffusion (AD) [47] and its modification to build high-contrast and low-contrast dictionaries. On the one hand, after applying the AD, the high-contrast regional textures will be smoothed, while the low-contrast regional texture will be preserved. On the other hand, by changing the diffusion coefficient from positive to negative, we can obtain the opposite behavior for low-contrast regional textures.

4) Directionality Feature: This is a global property which describes the orientation of the local texture. In [37], directionality just measures the total degree of directionality, while the orientation of the texture pattern was not taken into consideration. In this paper, two directional features, i.e., horizontal and vertical, are considered. Again, for each feature, two dictionaries, one for the smoothness component and another one for the texture component, are constructed. Here, we use a wavelet thresholding filter based on the stationary wavelet transform (SWT) [48] to build the dictionaries. The SWT is a wavelet transform algorithm designed to overcome the lack of translation-invariance of the discrete wavelet transform, where we use an SWT thresholding filter to preserve different high-frequency subband coefficients so that the texture is decomposed into different direction components.

A final aspect to point out is that, although only four textural features are used for decomposition in this work, other textural features such as line-likeness, regularity, roughness [37], etc., can also be considered according to the image properties. Nevertheless, in our experiments, we have empirically found out that the four considered textural features are able to cover the contextual information and produce good quality components, leading to excellent classification accuracies.

In order to illustrate the proposed MMCA framework, we present a toy experiment for image separation which is based on a real remote sensing image with 220 × 220 pixels, which is a portion of the well-known ROSIS Pavia University hyperspectral data set. The separation results are shown in Fig. 2. For each type of textural feature, we use the aforementioned transforms to generate the corresponding MCs, where the leftmost column of Fig. 2 gives the traditional MCA separation results (content feature) and the other columns correspond to coarseness, contrast, horizontal, and vertical features. The toy example demonstrates that our proposed MMCA can bring new additional feature information when compared to traditional MCA. For instance, it can be observed in Fig. 2 that the behavior of the contrast feature, which focuses on the density changes, is quite different from that of the content component. A similar observation can be made for the directionality features, in which horizontal and vertical features provide complementary information. Since the objects typically contained in remote sensing images (e.g., roads and buildings) have distinguishable directionality, it is essential to consider more features than simply the content, as it is the case with the traditional MCA method.

D. Image Separation

Let \( A_s \) and \( A_t \) be the dictionaries (for the smoothness and texture components, respectively) for a given textural feature. Let \( x_s \) and \( x_t \) be the sparse coefficients corresponding to the
smoothness $y_s$ and texture $y_t$ components, respectively. For a given image $y$, we can obtain

$$ y = y_s + y_t + n = A_s x_s + A_t x_t + n. \quad (3) $$

Notice that, in the original MCA work presented in [29], the dictionaries $A_s$ and $A_t$ and the components $y_s$ and $y_t$ are all linked to the content textural feature. One of the main innovations of our proposed MMCA is its capacity to consider different linked to the two considered data sets. Before describing our experiments, also present a discussion on individual texture features for the left for future developments of this work. Nevertheless, we will first introduce the parameter settings and notations adopted in our experiments.

1) In our experiments, only the smoothness components are considered for classification purposes. Nine different types of results, including one from the original MNF component denoted as “raw,” five from the textural features denoted as “content,” “coarseness,” “contrast,” “horizontal,” and “vertical,” and three from the combinations of the MCs denoted as “$\sum s_i$,” “$V_s$,” and “$\text{CK}_s$,” are reported, where $\sum s_i = 1/t \sum y_s$, $t$ is the number of textural features, here fixed to $t = 5$, and $y_s$ is the smoothness component of the $i$th textural feature; $V_s \equiv [y_{s1}, \ldots, y_{st}]$ is a collection of all of the smoothness components; and $\text{CK}_s$ follows a composite kernel learning framework [50]. In our work, in order to simplify the classification complexity, only the Gaussian radial basis function kernel is considered, and every kernel is equally weighted. It should be noted that the “content” textural feature, which represents the traditional MCA approach, is implemented as in [29].

2) For the parameters involved in the classification, we follow the procedure described in [31]. Although not optimal, this leads to very good performance. Another reason that we use this suboptimal setting is that the objective of our experiment is mainly to evaluate the proposed MMCA scheme via classification.

3) For dimensionality reduction, as mentioned in Section II-A, we use the MNF to retain a number of components that contain 99% of the spectral information in the original hyperspectral data sets, resulting in ten MNF components for both the AVIRIS and ROSIS images, in which the considered spectral information is 99.7% and 99.8%, respectively.

4) For the construction of initial dictionaries, in our previous work [29], we illustrated that, when the dictionary size increases, the classification improvements are not relevant. However, the computational time increases significantly. Following [29], the size of the image partition for the considered hyperspectral images is set to $8 \times 8$ pixels, and we use ten partitions (randomly chosen from the original image). For the polarimetric SAR data sets, we perform an investigation on the impact of the size and number of dictionaries used for classification purposes.

5) For the parameters involved in the dictionary transform, we empirically selected their values after trial and error. For the curvelet transform, we split the frequency domain into $\log_2(\min(M, N)) - 3$ partitions (where $M, N$ is the size of the image), and the coarse scale is set as 1. For the local Gabor transform, the frequency is set as 1/4, and three scale levels with four orientations are adopted to build the Gabor filter bank. For the bilateral filtering transform, the half-size of the window and the spatial-domain standard deviation are all set as 3, and the intensity domain standard deviation is set to 10. For the AD, the number of iterations is set to 15, and the gradient modulus threshold is set to 30. Again, although

III. EXPERIMENTAL RESULTS

In this section, we discuss the performance of the proposed method using different remote sensing images collected by hyperspectral and polarimetric SAR instruments. The hyperspectral data were collected by the ROSIS and AVIRIS instruments, while the polarimetric SAR data were collected by the AirSAR and EMISAR instruments. The main objective of our experiments is to show the ability of the MMCA-based image separation technique to exploit textural features for classification using limited training samples. We will analyze the effectiveness of the proposed framework based on multiple features, while the selection of an optimized (single) textural feature is left for future developments of this work. Nevertheless, we will also present a discussion on individual texture features for the two considered data sets. Before describing our experiments,
this empirical strategy might be suboptimal, it has been observed to produce good results in practice.

6) The training set used for the experiments is randomly selected from the available ground-truth images. The reported overall accuracies (OAs), average accuracies (AAs), kappa statistics ($\kappa$), and class individual accuracies are obtained after conducting ten independent Monte Carlo runs with respect to the initial training set and averaging obtained results.

7) Finally, we would like to emphasize that all of the experiments were conducted using MATLAB R2013a in a desktop PC equipped with an Intel Core i7 CPU (at 3.6 GHz) and 16 GB of RAM.

A. Experiments With Hyperspectral Data

In this section, two hyperspectral data sets are used for evaluation. The first hyperspectral data set was collected by the ROSIS optical sensor over the urban area of the University of Pavia, Italy. The flight was operated by the Deutschen Zentrum for Luftund Raumfahrt (DLR, the German Aerospace Agency) in the framework of the HySens project, managed and sponsored by the European Union. The image size in pixels is $610 \times 340$, with a very high spatial resolution of 1.3 m per pixel. The number of data channels in the acquired image is 103 (with a spectral range from 0.43 to 0.86 $\mu$m). Fig. 3(a) shows a false color composite of the image, while Fig. 3(b) shows the ground-truth map, which contains 42,776 samples and 9 ground-truth classes of interest, comprised of urban features, as well as soil and vegetation features.

The second hyperspectral image used in the experiments was collected by the AVIRIS sensor over the Indian Pines region in Northwestern Indiana in 1992. This scene, with a size of 145 lines by 145 samples, was acquired over a mixed agricultural/forest area, early in the growing season. The scene comprises 202 spectral channels in the wavelength range from 0.4 to 2.5 $\mu$m, nominal spectral resolution of 10 nm, moderate spatial resolution of 20 m by pixel, and 16-b radiometric resolution. After an initial screening, several spectral bands were removed from the data set due to noise and water absorption phenomena, leaving a total of 164 radiance channels to be used in the experiments. For illustrative purposes, Fig. 4(a) shows a false color composition of the AVIRIS Indian Pines scene, while Fig. 4(b) shows the ground-truth map available for the scene, displayed in the form of a class assignment for each labeled pixel, with 16 mutually exclusive ground-truth classes, in total, 10,249 samples. These data, including ground-truth information, are available online,¹ a fact which has made this scene a widely used benchmark for testing the accuracy of hyperspectral data classification algorithms. This scene constitutes a very challenging classification problem due to the significant presence of mixed pixels in all available classes and also because of the unbalanced number available labeled pixels per class.

1) Experiments With the ROSIS Pavia University Data Set:
In our first experiment with the ROSIS Pavia University data set, we estimate the quality of the MCs obtained from the proposed MMCA scheme. Let $\sigma_n$ be the noise variance for a given image, which can be estimated by the fast noise variance estimation algorithm described in [51]. Fig. 5 shows the noise variance of the MCs obtained from the first MNF component. It can be observed that the noise variance is greatly improved for all of the smoothness components, which are the ones used for classification.

In the second experiment, we graphically illustrate the data separability of the MCs obtained from the proposed MMCA scheme for the ROSIS Pavia data set. Fig. 6 shows the scatter-plot for classes “asphalt,” “bitumen” and “bare soil” projected on the first two MNF components. It can be seen that the three considered classes are better separated in the MC components than that in the original data set. In order to quantitatively illustrate the improvement of the class separability, we evaluate the Bhattacharyya distance [52] between different classes for the highly mixed regions in the image, as shown in Table I. Take class 1 (asphalt) and class 2 (bare soil) in the first region as an example. It can be observed that, since these two classes are dominated by very different anisotropic structures, the distance between each other is highly improved in the content space. As another example, in the second region, class 2 (metal sheets) and class 3 (shadows) are very close in the original space, while in the contrast space, the distance is greatly improved. This is expected, as these two classes present very different intensity changes. A similar observation can be obtained for most cases, which can be considered as a good indication that the class separability is consequently improved.

As another experiment, we also perform a comparison of the proposed MMCA with other spatial feature extraction methods, where extended morphological attribute profiles (EMAP) [53] and EMD [54] are included. We chose EMAP as it is a powerful tool for spatial feature extraction, where the parameters of

¹Available online: http://dynamo.ecn.purdue.edu/biehl/MultiSpec.
Fig. 4. (a) False color composition of the AVIRIS Indian Pines scene. (b) Ground-truth map containing 16 mutually exclusive land-cover classes (right).

Fig. 5. Image separation results along with the noise variance $\sigma_n$ for the first MNF component of the ROSIS Pavia University data set.
the EMAP are defined according to [53] and [55]. For the EMD approach, following [14], we choose the bidimensional EMD [13]. On the one hand, we analyze the impact of the dimensionality of the MNF components, where Fig. 7(a) shows the obtained classification results as a function of the number of MNF components after using 1% of the labeled samples per class available in the ground-truth image for training and the remaining samples for testing. Several conclusions can be obtained from Fig. 7(a). First of all, as expected, the classification accuracy increases as the number of MNF components increases. This is because more information is considered. Furthermore, when the number of MNF components is limited, the results obtained by MMCA and EMAP are comparable and superior to those obtained by EMD. Finally, as shown in Fig. 7(a),
Fig. 7. OAs obtained by MMCA, EMAP, and EMD for the ROSIS Pavia University data set: (a) as a function of the number of MNF components and (b) as a function of the number of training samples per class.

TABLE II

<table>
<thead>
<tr>
<th>Class</th>
<th>#Samples</th>
<th>MCs from different textural features</th>
<th>Combinations</th>
<th>Combination</th>
<th>Combination</th>
<th>Combination</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Samples</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transit(246)</td>
<td>Test(2350)</td>
<td>Raw</td>
<td>Content</td>
<td>Coarseness</td>
<td>Contrast</td>
<td>Horizontal</td>
</tr>
<tr>
<td>Asphalt</td>
<td>66</td>
<td>87.81 ± 3.18</td>
<td>98.11 ± 2.45</td>
<td>92.57 ± 2.37</td>
<td>97.14 ± 0.79</td>
<td>92.54 ± 2.59</td>
</tr>
<tr>
<td>meadows</td>
<td>186</td>
<td>95.70 ± 1.64</td>
<td>99.84 ± 0.31</td>
<td>99.65 ± 0.21</td>
<td>99.50 ± 0.23</td>
<td>99.71 ± 0.40</td>
</tr>
<tr>
<td>gravel</td>
<td>21</td>
<td>86.41 ± 5.06</td>
<td>82.66 ± 7.17</td>
<td>72.42 ± 7.94</td>
<td>82.57 ± 8.07</td>
<td>85.29 ± 8.76</td>
</tr>
<tr>
<td>trees</td>
<td>31</td>
<td>79.87 ± 5.30</td>
<td>90.06 ± 3.42</td>
<td>88.46 ± 3.40</td>
<td>86.81 ± 3.17</td>
<td>77.34 ± 4.65</td>
</tr>
<tr>
<td>metal sheets</td>
<td>13</td>
<td>99.15 ± 0.94</td>
<td>98.26 ± 0.58</td>
<td>98.95 ± 1.89</td>
<td>99.27 ± 1.04</td>
<td>99.72 ± 0.46</td>
</tr>
<tr>
<td>bare soil</td>
<td>50</td>
<td>89.70 ± 3.92</td>
<td>99.57 ± 0.42</td>
<td>98.93 ± 0.47</td>
<td>97.60 ± 1.10</td>
<td>100 ± 0.00</td>
</tr>
<tr>
<td>bitumen</td>
<td>15</td>
<td>79.78 ± 7.68</td>
<td>98.97 ± 2.68</td>
<td>89.70 ± 4.75</td>
<td>92.82 ± 6.91</td>
<td>96.42 ± 3.46</td>
</tr>
<tr>
<td>bricks</td>
<td>37</td>
<td>77.31 ± 3.67</td>
<td>90.64 ± 2.66</td>
<td>83.09 ± 5.80</td>
<td>89.87 ± 3.18</td>
<td>91.49 ± 2.79</td>
</tr>
<tr>
<td>shadows</td>
<td>9</td>
<td>99.15 ± 1.59</td>
<td>88.24 ± 5.26</td>
<td>85.50 ± 6.67</td>
<td>88.55 ± 6.39</td>
<td>72.64 ± 9.72</td>
</tr>
</tbody>
</table>

Average accuracy: 84.57 ± 3.13
Overall accuracy: 93.73 ± 2.64
$\kappa$ statistic: 93.99 ± 0.53

the proposed MMCA obtains results that are almost the same when the number of MNF components is greater than 8. Based on this observation, as discussed in the experimental setting, we use ten MNF components for classification purposes in the remaining experiments.

On the other hand, Fig. 7(b) reports the obtained classification accuracies as a function of the number of training samples per class with ten MNF components. It can be observed that, when the number of training samples is small, the performance of the proposed MMCA is better than that achieved by the other tested methods.

In our final set of experiments in this section, we evaluate the classification performance of the obtained MCs. Two different experiments are performed. On the one hand, we randomly choose around 1% of the labeled samples (a total of 426 samples) from the nine classes in the ground-truth for training and use the remaining 42 350 labeled samples for testing. Table II reports the obtained OAs, AAs, individual classification accuracy levels, and $\kappa$ statistics, along with the standard deviation of the ten conducted Monte Carlo runs. It can be observed that the results obtained from the MCs, which are comparable to each other, are much better than that obtained from the original MNF component. Furthermore, the results obtained from the combinations of the MCs are better than those obtained from one single type of MCs. This is again expected as more textural information is included when more textural features are considered. On the other hand, we evaluate the performance of the proposed approach under a balanced composition of the training–test samples, which provides complementary information to the one reported in the previous experiment. Around 1% of the labeled samples (about 48 samples per class) are now randomly chosen for training, and the remaining labeled samples per class are used for testing. Table III reports the OAs, AAs, individual classification accuracy levels, and $\kappa$ statistics, where the standard deviations are also included. Similar observations can be obtained with regard to those reported for Table II. This experiment shows that the proposed approach can lead to very good classification accuracies for problems with limited


Table III

<table>
<thead>
<tr>
<th>Class</th>
<th>Samples</th>
<th>OAS [%], AAS [%], Individual Classification Accuracy Levels, and $\kappa$ [%] Along with the Standard Deviation of Ten Monte Carlo (MC) Runs for the Proposed MMCA for the ROSIS Pavia University Data Set, Using a Balanced Distribution With 1% of the Available Labeled Samples for Each Class for Training and the Rest of the Labeled Samples for Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asphalt</td>
<td>48</td>
<td>6589</td>
</tr>
<tr>
<td>meadows</td>
<td>48</td>
<td>18601</td>
</tr>
<tr>
<td>gravel</td>
<td>48</td>
<td>2051</td>
</tr>
<tr>
<td>trees</td>
<td>48</td>
<td>3016</td>
</tr>
<tr>
<td>metal sheets</td>
<td>48</td>
<td>1297</td>
</tr>
<tr>
<td>bare soil</td>
<td>48</td>
<td>4981</td>
</tr>
<tr>
<td>biomass</td>
<td>48</td>
<td>1282</td>
</tr>
<tr>
<td>bricks</td>
<td>48</td>
<td>5634</td>
</tr>
<tr>
<td>shadows</td>
<td>48</td>
<td>899</td>
</tr>
<tr>
<td>Average accuracy</td>
<td>-</td>
<td>87.82 ± 0.75</td>
</tr>
<tr>
<td>Overall accuracy</td>
<td>-</td>
<td>85.87 ± 1.80</td>
</tr>
<tr>
<td>$\kappa$ statistic</td>
<td>-</td>
<td>81.49 ± 2.15</td>
</tr>
</tbody>
</table>

2) Experiments With the AVIRIS Indian Pines Data Set: In our first experiment with the AVIRIS Indian Pines data, we estimate the quality of the MCs obtained from the proposed MMCA scheme. Fig. 9 shows the noise variance of the MCs obtained from the first MNF component. It can be observed that the noise variance is greatly improved for all of the smoothness components, which are the ones used in the classification.

In the second experiment, we graphically illustrate the data separability of the MCs obtained from the proposed MMCA scheme. Fig. 10 shows the scatterplot for classes “corn-no till,” “soybeans-no till,” and “soybeans-min till” projected on the first two MNF components. It can be seen that three considered classes are highly mixed with each other in the original data set, while in the obtained MCs, similar to that observed in the ROSIS data, pixels which belong to the same class tend to be more concentrated, and pixels which do not belong to the same class tend to be more separated. In order to quantitatively illustrate the improvement of the class separability, we evaluate the Bhattacharyya distance [52] between different classes for the highly mixed regions in the image. Table IV shows the Bhattacharyya distance between different classes for five different regions. It is clear that the distance between classes is greatly improved in all cases, which can be considered as an indication that the class separability is consequently improved.

In a third experiment, around 2% of the labeled samples (a total of 205 samples) are randomly chosen from the 16 classes for training the classifier, and the remaining 10,044 labeled samples are used for testing. Table V reports the obtained OAs, AAs, individual classification accuracies, and $\kappa$ statistics, along with the standard deviation of the ten conducted Monte Carlo runs. It can be observed that the results obtained from the MCs, which are comparable to each other, are much better than those obtained from the original MNF component. Furthermore, the results obtained from the combinations of the MCs are better than those obtained from one single type of MCs. This is expected as more textural information is included when additional textural features are considered. For illustrative purposes,
Fig. 9. Image separation results along with the noise variance $\sigma_n$ for the first MNF component of the AVIRIS Indian Pines data set.

Fig. 10. Illustration of data separability by projecting the data into the first two MNF components of the AVIRIS Indian Pines data set. (a) Raw. (b) Content. (c) Coarseness. (d) Contrast. (e) Horizontal. (f) Vertical.

Fig. 11 presents the classification maps obtained by different textural feature components, which results in visually improved results. As it was already observed in our second experiment, classes “corn-no till,” “soybeans-no till,” and “soybeans-min till” are better separated by using the MCs than the original MNF component.
### TABLE IV
BHATTACHARYYA DISTANCE BETWEEN DIFFERENT CLASSES FOR THE AVIRIS INDIAN PINES DATA SET

<table>
<thead>
<tr>
<th>Region</th>
<th>Class name</th>
<th>Pair of classes</th>
<th>Bhattacharyya distance between classes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Raw</td>
</tr>
<tr>
<td>c1: Corn-no till</td>
<td>c1-c2</td>
<td>0.3802</td>
<td>0.7087</td>
</tr>
<tr>
<td>c2: Soybeans-no till</td>
<td>c1-c3</td>
<td>0.5306</td>
<td>0.9190</td>
</tr>
<tr>
<td>c3: Soybeans-min till</td>
<td>c2-c3</td>
<td>0.8042</td>
<td>1.2661</td>
</tr>
<tr>
<td>c1: Corn-no till</td>
<td>c1-c2</td>
<td>0.4793</td>
<td>0.6758</td>
</tr>
<tr>
<td>c2: Corn-min till</td>
<td>c1-c3</td>
<td>0.5592</td>
<td>0.6829</td>
</tr>
<tr>
<td>c3: Corn</td>
<td>c2-c3</td>
<td>0.1365</td>
<td>0.1917</td>
</tr>
</tbody>
</table>

### TABLE V
OAS [%], AAS [%], INDIVIDUAL CLASSIFICATION ACCURACY LEVELS, AND $\kappa$ [%] ALONG WITH THE STANDARD DEVIATION OF TEN MONTE CARLO (MC) RUNS FOR THE PROPOSED MMCA METHOD FOR THE AVIRIS INDIAN PINES DATA SET, USING 2% OF ALL OF THE AVAILABLE LABELED SAMPLES FOR TRAINING AND THE REST OF THE LABELED SAMPLES FOR TESTING

<table>
<thead>
<tr>
<th>Class</th>
<th>#Samples</th>
<th>MCs from different intrinsic features</th>
<th>Combinations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trac2015</td>
<td>Trac10044</td>
<td>Raw</td>
<td>Content</td>
</tr>
<tr>
<td>Alfalfa</td>
<td>3</td>
<td>43</td>
<td>84.65±5.81</td>
</tr>
<tr>
<td>Corn-no till</td>
<td>24</td>
<td>1400</td>
<td>74.96±7.97</td>
</tr>
<tr>
<td>Corn-min till</td>
<td>17</td>
<td>813</td>
<td>63.05±8.89</td>
</tr>
<tr>
<td>Grass/pasture</td>
<td>3</td>
<td>253</td>
<td>49.09±13.48</td>
</tr>
<tr>
<td>Grass/trees</td>
<td>10</td>
<td>473</td>
<td>89.83±3.44</td>
</tr>
<tr>
<td>Grass/pasture moved</td>
<td>15</td>
<td>715</td>
<td>96.65±1.25</td>
</tr>
<tr>
<td>Hay-windowed</td>
<td>3</td>
<td>25</td>
<td>99.6±1.2</td>
</tr>
<tr>
<td>Oza</td>
<td>10</td>
<td>469</td>
<td>88.83±1.97</td>
</tr>
<tr>
<td>Soybeans-no till</td>
<td>19</td>
<td>953</td>
<td>78.89±6.41</td>
</tr>
<tr>
<td>Soybeans-min till</td>
<td>40</td>
<td>2415</td>
<td>77.78±0.49</td>
</tr>
<tr>
<td>Soybeans-clean till</td>
<td>12</td>
<td>581</td>
<td>82.01±7.89</td>
</tr>
<tr>
<td>Wheat</td>
<td>4</td>
<td>201</td>
<td>99.3±0.33</td>
</tr>
<tr>
<td>Woods</td>
<td>25</td>
<td>1240</td>
<td>89.89±2.49</td>
</tr>
<tr>
<td>Bldg grass-tree drives</td>
<td>5</td>
<td>378</td>
<td>82.06±9.31</td>
</tr>
<tr>
<td>Smokestack towers</td>
<td>3</td>
<td>90</td>
<td>70.11±4.03</td>
</tr>
<tr>
<td>Average accuracy</td>
<td>-</td>
<td>-</td>
<td>82.48±1.25</td>
</tr>
<tr>
<td>Overall accuracy</td>
<td>-</td>
<td>-</td>
<td>81.18±1.27</td>
</tr>
<tr>
<td>$\kappa$ statistic</td>
<td>-</td>
<td>-</td>
<td>78.52±1.48</td>
</tr>
</tbody>
</table>
In a final experiment, we evaluate the performance of the proposed approach under a balanced composition of the training–test sets. As opposed to the previous experiment, in which classes with more labeled samples comprised more training samples, now around 2% of the labeled samples (about 12 samples) per class are randomly chosen for training, and the remaining labeled samples are used for testing. Table VI reports the OAs, AAs, individual classification accuracy levels, and $\kappa$ statistics, where the standard deviations are also included. Similar observations can be obtained as those from Table V. Along with the third experiment, this experiment shows that the proposed approach can lead to very good classification accuracies for problems with limited training samples, regardless of whether the distribution of training samples across the classes is either balanced or unbalanced.

### B. Experiments With Polarimetric SAR Data

In order to further validate the proposed MMCA method, two polarimetric SAR data sets are employed. PolSAR is a new form of SAR radar system, and it emits and receives multifrequency and fully polarized radar waves. For the past years, PolSAR has been widely used in land-cover classification [56] and change detection in remote sensing applications [57].
The first data set used in our experiments is the AirSAR L-band PolSAR data set, obtained by NASA JPL over the Flevoland site in The Netherlands. These data and the ground-truth are, respectively, displayed in Fig. 12(a) and (b). The Flevoland image, with a size of 375 × 512 samples, contains different crop classes as well as bare soil, water, and forests. The second data set is a full polarimetric airborne SAR L-band PolSAR data set acquired by the EMISAR system over Foulum, Denmark. These data and the ground-truth are, respectively, displayed in Fig. 13(a) and (b). The Foulum image, with a size of 300 × 421 samples, covers a vegetated region which consists of water, coniferous, rye, oat, and winter wheat. These two data sets are very challenging due to the fact that a significant amount of speckle noise exists.

1) Evaluation of Classification Accuracies: In order to validate the classification performance, in a first experiment, we use 2% of the available samples per class for training in the AirSAR data and 1% of the available samples per class for training in the EMISAR data, respectively. The remaining samples are used for testing. Tables VII and VIII, respectively, report the obtained OAs, AAs, individual classification accuracy levels, and \( \kappa \) statistics obtained for the AirSAR and EMISAR data sets, along with the standard deviation of the ten conducted Monte Carlo runs. It can be observed from Tables VII and VIII that the results obtained from the MCs, which are comparable to each other, are much better than those obtained from the original image. This is particularly the case for the AirSAR data, in which the results obtained from the contrast component are better than those obtained from the other components. This is expected because the generated high-contrast component presents fast intensity changes which strengthen the differences between the classes. Similar results were also found for the EMISAR data. For illustrative purposes, Figs. 14 and 15, respectively, present some of the classification maps obtained for the AirSAR and EMISAR data sets by the different considered textural feature components. Visual improvements in the obtained classification results can be clearly appreciated for the proposed MMCA approach.

2) Comparison With State-of-the-Art Approaches: In the second experiment, we compared the proposed MMCA approach with the widely used EMAP [53] and EMD [14] by using different numbers of training samples per class. For the EMAP approach, we considered four different attributes constructed on each MNF component: 1) area of the regions \( (\lambda_0 = [100, 500]) \); 2) length of the diagonal of the box bounding the region \( (\lambda_d = [10, 25]) \); 3) moment of inertia \( (\lambda_i = [0.2, 0.3]) \); and 4) standard deviation of the gray-level values of the pixels in the regions \( (\lambda_s = [20, 30]) \). For the EMD approach, we choose the first three IMFs, and we stacked them for classification. Fig. 16 presents the obtained OAs as a function of the number of training samples per class. It is noticeable that, when the number of training samples is small, the results obtained by the proposed MMCA approach are superior to those obtained by the other tested methods. With the increase in the number of training samples, the results obtained by the three considered approach are comparable.

3) Parameter Analysis: In a third experiment, we perform a detailed analysis on the parameters \( \lambda_1, \lambda_2 \) involved in the decomposition framework (4), along with the size of the image partitions, i.e., \( U(a) \), and the number of partitions \( p \). Fig. 17 shows the obtained OAs for the AirSAR and EMISAR data sets, respectively, in which the classification of AirSAR used 2% samples per class for training, the classification of EMISAR used 1% samples per class for training, and the remaining samples were used for validation. In this experiment, we choose the components obtained by the contrast feature, as it exhibits better classification performance in the former experiments. Fig. 17(a) and (c) shows the OAs (as a function of parameters \( \lambda_1 \) and \( \lambda_2 \) obtained by MMCA for the AirSAR and EMISAR data sets with fixed \( U(a) = 8 \times 8 \) and \( p = 10 \), while Fig. 17(b) and (d) shows the OAs (as a function of parameters \( U(a) \) and \( p \)) obtained by MMCA for the AirSAR and EMISAR data sets with fixed \( \lambda_1 = \lambda_2 = 1e - 5 \). As it can be observed, the classification performance is almost insensitive to \( \lambda_1 \). For \( \lambda_2 \), when the value of this parameter is lower than \( 1e - 4 \), the results are stable. Therefore, it is easy to determine a good suboptimal setting for \( \lambda_1 \) and \( \lambda_2 \). Furthermore, we can infer that small
sizes of $U(a)$ and $p$ also bring very good results. Therefore, we can choose relatively small dictionaries for the MMCA, thus alleviating computational cost in the experiments.

4) Statistical Significance Results When Using Multiple Textural Features:
In our last experiment in this section, we perform an analysis of the statistical significance of differences among all of the considered textural features by using McNemar’s test [58]. In this experiment, the value of $|z| > 1.96$...
Fig. 16. OAs (as a function of the number of training samples per class) obtained by MMCA, EMAP, and EMD for two polarimetric SAR data sets. (a) For the AirSAR data set. (b) For the EMISAR data set.

Fig. 17. Investigation of parameter settings: (a) and (b) refer to the AirSAR data set, while (c) and (d) refer to the EMISAR data set. (a) OAs as a function of $\lambda_1$ and $\lambda_2$ for AirSAR. (b) OAs as a function of the size of image partition $U(a)$ and the number of atoms for AirSAR. (c) OAs as a function of $\lambda_1$ and $\lambda_2$ for EMISAR. (d) OAs as a function of the size of image partition $U(a)$ and the number of atoms for EMISAR.
combined with a widely used classifier in order to perform clas-

sification of remotely sensed images. Our experimental results,
conducted using a variety of hyperspectral and polarimetric
SAR images, indicate that the proposed approach is suitable
for analyzing multiple kinds of remote sensing data, leading
to better classification performance than those exhibited by
competitors in different scenarios, with particular emphasis in
case studies dominated by limited training samples (with either
balanced or unbalanced distribution of the samples used for
training). The capacity of the proposed method to deal with
different kinds of remotely sensed images results from its ability
to incorporate multiple texture features in order to fully retrieve
the image texture information, rather than using a single spatial
characteristic of the texture. Since different data sets contain
different structures and different images may require different
textural features for adequately representing their content, in
the future, we will explore the important topic of how to select an
optimized textural feature for a given image. Another important
topic deserving future research is a more detailed evaluation of
the methodology with different types of remote sensing data
such as light detection and ranging (LiDAR). We will also
exploit the proposed classification approach with multiple data
sources in the context of data fusion.
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