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Abstract—This paper presents a novel approach for spectral unmixing of remotely sensed hyperspectral data. It exploits probabilistic latent topics in order to take advantage of the semantics pervading the latent topic space when identifying spectral signatures and estimating fractional abundances from hyperspectral images. Despite the contrasted potential of topic models to uncover image semantics, they have been merely used in hyperspectral unmixing as a straightforward data decomposition process. This limits their actual capabilities to provide semantic representations of the spectral data. The proposed model, called dual-depth sparse probabilistic latent semantic analysis (DEpLSA), makes use of two different levels of topics to exploit the semantic patterns extracted from the initial spectral space in order to relieve the ill-posed nature of the unmixing problem. In other words, DEpLSA defines a first level of deep topics to capture the semantic representations of the spectra, and a second level of restricted topics to estimate endmembers and abundances over this semantic space. An experimental comparison in conducted using the two standard topic models and the seven state-of-the-art unmixing methods available in the literature. Our experiments, conducted using four different hyperspectral images, reveal that the proposed approach is able to provide competitive advantages over available unmixing approaches.

Index Terms—Hyperspectral unmixing (HU), probabilistic latent semantic analysis (pLSA), semantic representations, topic models.

I. INTRODUCTION

HYPERSONTICAL unmixing (HU) is an essential procedure for Earth and other planetary observations due to the frequent lack of spatial resolution in remotely sensed hyperspectral images [1], [2]. The main goal of HU techniques [3] is decomposing the pixel spectra from a hyperspectral image into a collection of constituent spectral signatures, called endmembers, and a set of fractional abundances, which indicate the proportion of each endmember present in the pixel. In general, the HU process has proven to be an excellent tool to uncover subpixel information from a hyperspectral imagery, because endmembers usually correspond to the materials appearing in the scene and, consequently, abundance maps often provide useful information to relieve limited spatial resolutions [4].

A. Brief HU Overview

In the literature, it is possible to find two main trends depending on the characterization scale of the HU process [5]: 1) linear and 2) nonlinear models. On the one hand the linear HU paradigm assumes that incident light interacts just with one material at a macroscopic scale; on the other hand, the nonlinear model takes into account more complex interactions among the solar radiation scattered by multiple materials in the scene. Despite the potential of nonlinear models, many works in the remote sensing field are focused on the linear approach, because common hyperspectral remote sensing sensors usually have a rather limited spatial resolution, what makes reasonable to assume that the mixing process occurs within the instrument itself [6].

Broadly speaking, HU methods can be categorized into three different groups [7]: 1) geometrical; 2) statistical; and 3) sparse regression-based methods. Geometrical methods assume that the endmembers of a hyperspectral image define a simplex of minimum volume enclosing the data set; therefore, the geometry of convex sets can be exploited to identify the simplex vertices [8], [9]. Despite their high computational efficiency, geometrical models tend not to capture highly mixed spectral signatures, because simplex facets are often ill-defined with the absence of pure pixels in the scene. In this case, both the statistical and regression-based methods provide a more powerful scheme to deal with the HU problem while accounting for an endmember variability.

Statistical algorithms make use of a probabilistic framework to infer endmember and abundance parameters as probability distributions that, precisely, are aimed at modeling the data variability. One of the most relevant works was presented by Nascimento and Bioucas-Dias [10], where abundance fractions are defined as mixtures of Dirichlet densities. In other works, the endmember variability is modeled using other kinds of distributions, for instance, the Gaussian distribution considered in [11].

Regarding sparse regression approaches, these models formulate the unmixing task as a linear regression problem over a
given spectral library [12]. That is, they use a semisupervised procedure to express the input image as a combination of spectral signatures that are known in advance. Additionally, they usually include some sort of sparsity regularization constraint to refine and alleviate the computational cost of the regression process.

B. Current Limitations and Trends

Each one of the aforementioned methodologies has shown to be effective under specific conditions. Geometric models are able to produce better endmember estimates when the pure pixel assumption is fulfilled in the scene [7], whereas the statistical and regression-based methods tend to obtain a better result in highly mixed scenarios. Nonetheless, statistical models usually lead to computationally demanding algorithms, but they have the advantage of not requiring the availability of a suitable spectral library.

Some recent research lines try to relieve the ill-posed nature of the unmixing problem by taking advantage of so-called semantic representations [13], [14], that is, modeling the structural patterns of the spectrum domain. On the other hand, the traditional hyperspectral image characterization scheme relies on directly using the low-level features captured by the spectral bands (e.g., reflectance values), and the semantic representation approach pursues to provide a higher level image characterization in which pixels are represented according to the input image spectral patterns. In other words, each pixel is managed as a composition of hyperspectral patterns instead of a collection of raw values. The rationale behind this methodology is based on the fact that spectral patterns can be useful to identify discriminative features in the spectra and, therefore, they can help to reduce the uncertainty when unmixing pixels.

These semantic patterns are often defined in a supervised [15] or semisupervised form [14] with the collaboration of expert users, who make manual associations between the chemical makeup of materials and the shape of absorption bands in spectral signals. However, when it comes to unsupervised learning, these patterns usually rely on a regular clustering process [16]. The high complexity of hyperspectral images makes this straightforward approach unable to capture complex spectral relationships, and this eventually limits the semantic power in HU. As a result, an additional study is required to improve the unmixing techniques under the unsupervised semantic representation research line.

C. Topic Models as Semantic Representations

During the past years, topic models have shown their potential to effectively cope with many kinds of tasks by providing data with a higher level of semantic understanding [17]. Text categorization [18], vocabulary reduction [19], image segmentation [20], object recognition [21], or even video retrieval [22] are some of the applications in which the semantic power of topic models has been successfully exploited.

From a practical point of view, latent topics represent a kind of probabilistic models which provide methods to automatically understand and summarize data collections by means of their hidden patterns. In particular, these models are able to express data as probability distributions according to their hidden semantic patterns instead of their low-level features, which makes it easier for the data to be managed at a higher abstraction level. Precisely, this is the point that makes topic models an interesting tool to improve the semantic characterization level in HU.

D. Work Objectives and Main Contributions

With the aforementioned considerations in mind, this paper is focused on implementing a new perspective on the unsupervised HU statistical approach by means of latent topics [17]. That is, we propose to tackle the unmixing problem as a latent topic-based approach in which endmembers and abundances can be estimated according to the semantics encapsulated by the latent topic space. Several works in the literature advocate the use of topic models for remote sensing applications where the image semantics may be important, such as image annotation [23], scene classification [24], [25], or image super-resolution [26]. Nonetheless, there are few research works within the HU field, and this is precisely the gap that motivates this paper.

To the best of our knowledge, there is only one work in the literature which relates HU and topic modeling [27]. However, the approach presented here provides a more powerful HU scheme with a comprehensive motivation and a more robust experimental setting to shed light on the general use of topic models within the HU field.

First, we study the straightforward application of the standard probabilistic latent semantic analysis (pLSA) [28] and latent Dirichlet allocation (LDA) [29] models within the HU field. Later, we propose a new pLSA-based model extension, called dual-depth sparse probabilistic latent semantic analysis (DEpLSA), in order to better adapt the pLSA model to the peculiarities of the unmixing problem. Specifically, we develop a dual-depth pLSA-based architecture using two different levels of topics and a dual entropy-based regularization term to introduce the sparsity constraint, which is also widely taken into account in HU [7]. Finally, we conduct an experimental comparison including some of the most popular HU approaches available in the literature.

The rest of this paper is organized as follows. Section II presents the background of this paper. In Section III, the proposed DEpLSA model is defined, which is specially adapted to HU. Section IV presents the extended HU framework based on the proposed topic model. Section V shows the experimental part of this paper, where seven unmixing methods are tested over four different hyperspectral images. Finally, Section VI discusses the results, and Section VII draws the main conclusion arisen from this paper.

II. BACKGROUND ON TOPIC MODELS

Topic models [17] can be defined as probabilistic graphical models containing one or more hidden random variables useful to uncover the hidden structure of a data collection. Specifically, given the observed probability distribution \( p(w|d) \), which describes a corpus of documents \( D = \{d_1, d_2, ..., d_M\} \)
in a particular word space $W = \{w_1, w_2, ..., w_N\}$, latent topic algorithms are able to obtain two probability distributions: 1) the description of topics in words $p(w|z)$ and 2) the description of documents in topics $p(z|d)$. More specifically, the interpretation that we make of these elements within the HU field is the following: documents ($d$) are considered hyperspectral image pixels, words ($w$) are represented by spectral bands, word counts [$n(w, d)$] contain the pixel-band reflectance values, and topics ($z$) depict the unmixing process in which probabilities $p(w|z)$ and $p(z|d)$ represent the uncovered endmembers and fractional abundances, respectively.

In general, topic methods can be grouped into two reference families, one based on pLSA [28] and another based on LDA [29]. Specifically, pLSA [Fig. 1(a)] defines a semigenenerative data model by introducing a latent context variable associated with the different word polysemoc occurrences. The pLSA generative process is made as follows: 1) select a document $d$ with probability $p(d)$; 2) pick a latent class $z$ with probability $p(z|d)$; and 3) generate a word $w$ with probability $p(w|z)$. Nonetheless, this generative process is usually called ill-defined because documents set mixtures and simultaneously topics generate documents, thus there is not a natural way to infer previously unseen documents [17].

As a result, Blei et al. [29] proposed the LDA model [Fig. 1(b)] as a more general framework to overcome pLSA limitations. LDA [Fig. 1(b)] represents documents as a multinomial of topic mixtures generated by a Dirichlet prior which is able to predict new documents. The LDA generative process can be defined as follows.

1) Choose the length of the document, $N_d \sim Poisson(\zeta)$.
2) Choose a parameter vector for the topic distribution, $\theta \sim Dirichlet(\alpha)$. The parameter $\alpha$ is a $K$-vector ($K$ is the number topics) with components $\alpha_k > 0$ and $\theta$ is a $K$-vector so that $\theta_k \geq 0$ and $\sum_{k=1}^{K} \theta_k = 1$. $p(\theta|\alpha)$ is the probability density function of the Dirichlet distribution.
3) For each one of the $N_d$ words $w_n$:
   a) Choose a topic $t_n \sim Multinomial(\theta)$.
   b) Choose a word $w_n$ from $p(w_n|t_n, \beta)$, a multinomial probability conditioned on the topic $t_n$, where $\beta$ is a $K \times N$ matrix ($N$ is the number of terms in the vocabulary) so that $\beta_{ij} = P(w_j|t_i)$ for all $1 \leq j \leq N$ and $1 \leq i \leq K$.

Although both the pLSA and LDA models have shown to be effective in many fields, there are some practical differences that need to be reviewed. The number of pLSA parameters grows linearly with the number of training documents which makes this model particularly memory demanding and susceptible to overfitting. LDA potentially overcomes these drawbacks by using two Dirichlet distributions, one to model documents $\theta \sim Dir(\alpha)$ and another to model topics $p(w|t, \beta) \sim Dir(\beta)$. However, the $\alpha$ and $\beta$ hyperparameters have to be estimated during the topic extraction process, and it logically adds an extra computational time and makes LDA performance highly sensitive to the quality of this estimation. In practice, $\alpha$ and $\beta$ are estimated by iterating over the document collection that results in LDA requiring relatively dense distributions to obtain a good hyperparameter estimation [30]. Even Chang et al. [31] stand that pLSA is able to obtain a topic structure more correlated with the human judgment than LDA, even though the perplexity metric may suggest the opposite. All these facts make the pLSA-based models usually preferred when relatively few training samples are available according to the complexity of the problem [31].

In the context of unsupervised HU, the amount of information available to estimate endmembers and abundances is generally rather limited due to the fact that the unmixing process is carried out using only the own input image. As a result, the pLSA-based models may take advantage of considering the document collection as model parameters in order to obtain a better spectral semantic characterization than LDA. Certainly, this hypothesis is supported by the fact that, in the unmixing field, it is usual to see approaches based on the nonnegative matrix factorization (NMF) [32]–[34] which is, in some sense, connected to pLSA.

The NMF approximation relies on a linear algebra to factorize an input matrix into two multiplicative factors in an analogous way to pLSA. Despite the relation between NMF and pLSA [35], there are important implications derived from the pLSA use that can be highly beneficial in HU. First, pLSA offers a highly consistent probabilistic framework to develop further model extensions [3]. Second, pLSA parameters represent probability distributions, whereas NMF factors are simply a set of values as vectors or arrays. This fact is especially relevant in HU, because the estimation of fractional abundances directly fits into this probabilistic nature. Besides, it also allows evaluating the importance of the estimated endmembers as semantic patterns. Third, pLSA topic-word distributions $p(w|z)$ are identifiable in the vocabulary of mixture

---

Fig. 1. (a) pLSA topic model. (b) LDA topic model. Nodes $d$, $z$, and $w$: document, topic, and word random variables. $\alpha$ and $\beta$: Dirichlet hyperparameters for the topic-document and word-topic distributions. $\theta$: multinomial distribution generated from the corresponding Dirichlet prior $\alpha$ and $t$ corresponds to the categorical distribution used for the topic activations. $N_d$ and $M$: number of words in the document and the total number of documents in the collection. Shaded nodes: observable variables of the models.
models, unlike NMF factors. This has some implications on the theoretical properties of the pLSA maximum likelihood estimator, such as a strong consistency [36].

All in all, pLSA offers a more convenient framework than NMF and this is precisely the reason why the HU model we propose in this paper is based on pLSA. Additionally, note that the way we use pLSA and LDA for the HU problem is by assuming that endmembers correspond to topic-word distributions, i.e., \( p(w|z) \), and abundance factors can be estimated according to the model by document-topic distributions, i.e., \( p(z|d) \).

In addition to the NMF approach, different kinds of unmixing models have been also proposed in the recent literature. For instance, Yang et al. [37] present a novel abundance estimation algorithm based on the bilinear mixture model, which constructs a group of hyperplanes in the low-dimensional feature space to reduce computational complexity. Other works, such as [38], take advantage of a modified Gaussian model to investigate the mineralogical extraterrestrial soil composition. Halimi et al. [39] propose two novel hyperspectral mixture models that account for the presence of nonlinearities by considering a residual term in addition to the linear mixture of endmembers with the sum-to-one and nonnegativity abundance constraints. In addition, Ma et al. [40] define a robust sparse unmixing method that simultaneously handles noise and outliers by adopting a \( \ell_1 \) norm loss function.

When considering all these recent methods, the proposed approach is mainly different in three aspects. First, the proposed model is focused on the generative process of the data rather than defining a specific unmixing model equation. Logically, both concepts are related since the data eventually contain the result of the unmixing process, but it is important to highlight that the generative approach itself provides a more complete framework than considering a specific mixing equation, because the sum-to-one and nonnegativity properties of fractional abundances are inherently incorporated. Second, the proposed approach does not consider any kind of prior distribution but only the own data, which eventually simplifies the complexity of the model when compared to other Bayesian approaches that assume prior distributions with some hyperparameters [41], [42]. Third, the proposed approach is able to estimate both the endmembers and fractional abundances, whereas many of the existing Bayesian methods available in [43] and [44] are only focused on estimating abundances from a given set of spectral signatures, that is, they deal with the unmixing problem from a semisupervised perspective, whereas the proposed approach does not make use of a spectral library.

III. DUAL-DEPTH SPARSE PROBABILISTIC SEMANTIC ANALYSIS

The starting point of the proposed DEpLSA model is the asymmetric formulation of pLSA [Fig. 1(a)], where a latent topic \( z \) is chosen for each document \( d \) conditionally to the \( p(z|d) \) probability distribution and then a word \( w \) is generated from that topic according to \( p(w|z) \). The proposed model extension introduces a new latent variable \( z' \) in order to create a new level of topics when connecting documents \( d \) and words \( w \). Additionally, we introduce two diverging regularization factors, i.e., \( \delta_d \) and \( \delta_z \), to guarantee a dual sparsity constraint when estimating both the abundances and endmembers represented by \( p(z|d) \) and \( p(w|z) \) parameters in the model.

Hereinafter, we use the terms deep topic and restricted topic to identify \( z' \) and \( z \), respectively. Fig. 2 shows the DEpLSA graphical model representation where shaded nodes represent visible random variables.

Likewise in pLSA, the DEpLSA generative process can be described as follows.

1) A document \( d \) is chosen from \( p(d) \) probability distribution.

2) For each one of the \( N_d \) words in the document \( d' \):

   a) A restricted topic \( z \) is chosen according to the conditional distribution \( p(z|d) \) that expresses documents in restricted topics.

   b) A deep topic \( z' \) is chosen according to the conditional distribution \( p(z'|z) \) that encapsulates the relation between both the levels of topics.

   c) Finally, a word \( w \) is chosen according to the conditional distribution \( p(w|z') \) that expresses deep topics in words.

The rationale behind the use of DEpLSA in HU is based on using the deep topics \( z' \) to generate the semantic representations of the input spectral data, and then using the restricted topics \( z \) to learn endmembers and abundances in this semantic space. That is, the deep latent space \( p(z|z') \) initially projects the original spectra, defined by the visible words \( w' \), onto a high-dimensional space of \( K' \) topics in order to unfold the semantic patterns of the input data. Then, \( K \)-restricted topics can be learned at a higher semantic level to uncover the \( K \) endmembers, i.e., \( p(w|z) \), and the corresponding abundance maps, i.e., \( p(z|d) \). The main difference between \( z' \) and \( z \) random variables lies in two factors, the space dimensionality and the \( \delta_d \) and \( \delta_z \) sparsity constraints. That is, the deep topic space projects the data onto a high-dimensional space (\( K' \gg K \)) in order to capture fine semantic image patterns of the spectral data. Then, the restricted topic space takes advantage of these patterns to conduct the unmixing process by fixing the number of restricted topics to the number of endmembers. The use of \( z' \) is motivated by the fact that the deep topic space allows extracting endmembers and abundances over a semantic characterization space instead of the original spectra. In other words, this high-dimensional space
enables connections among spectral signatures through the image patterns defined by topics, and therefore, it is able to generate a higher abstraction level for the unmixing process.

In addition, the proposed model makes use of two regularization factors to introduce some sparsity constraints over $p(z'|z)$ and $p(z|d)$ probability distributions in order to reduce the uncertainty and noise. On the one hand, $\delta_{z}$ aims at sparsing the $p(z'|z)$ distribution, which defines the probability of the deep topics $z'$ given the restricted topics $z$. Note that the number of deep topics ($K'$) is significantly higher than the number of endmembers ($K$); therefore, it is reasonable to assume that each endmember (restricted topic) is modeled using only a limited number of deep topics. In a sense, this assumption is analogous to the one considered by other sparse coding-based methods, such as [45] and [46], to reduce the uncertainty when choosing endmembers from a given spectral library. Logically, the proposed method does not require any spectral library, but it can also take advantage of this sparsity constraint over the deep topic space. On the other hand, the $\delta_{d}$ factor intends to reduce the entropy of the $p(z|d)$ distribution in order to guarantee a better model convergence. That is, the uniform distribution $1/K$ is the most uninformative (highest entropy) abundance map configuration from an information theory perspective, and precisely, this regularization pursues to encourage sparser and more informative abundance map solutions. In other words, the $\delta_{d}$ regularization aims at neglecting noisy components among the spectral patterns present in a specific pixel (document). This strategy is also common in the sparse-coding field to deal with the input noise (see [47]) and this is precisely the reason why we make use of it.

A. Model Relaxation

The proposed model takes an advantage of two different levels of topics to connect $d$ and $w$ random variables; however, this fact has an important implication related to the model inference cost: an additional freedom degree is required to capture the relationships between $z$ and $z'$ hidden random variables. From a pLSA-based perspective, this additional level may become unaffordable as the input image size increases, because each variable marginalization over the posterior distribution requires to evaluate the Cartesian product between $z$ and $z'$. As a result, in order to alleviate the computational cost of managing two different levels of topics when estimating the model parameters, we propose to apply the following model relaxation based on two sequential steps.

1) Learning Deep Topics $z'$ (DEpLSA-1): In the first phase [Fig. 3(a)], the proposed DEpLSA model is simplified to estimate the deep topic space using a regular pLSA approach. Specifically, components $z$, $\delta_{d}$, and $\delta_{z}$ are removed from the model in order to approximate the deep-topic distribution, i.e., $p(w|z')$, directly from the observable input documents $d$. As Fig. 3(a) shows, the DEpLSA-1 model relaxation corresponds to the inner part of DEpLSA and it is equivalent to the standard pLSA model. Therefore, parameters $\Phi' \sim p(z'|d)$ and $\Theta' \sim p(w|z')$ can be initially estimated using pLSA over the input hyperspectral image in order to extract $K'$ deep topics.

2) Learning Restricted Topics $z$ (DEpLSA-2): Once parameters $\Phi'$ and $\Theta'$ have been estimated, the outer part of DEpLSA corresponds to a dual sparse pLSA model where the random variable related to the deep topics $z'$ becomes observable as Fig. 3(b) shows. In particular, we use the parameter $\Phi'$ of DEpLSA-1 as the input word-document distribution for DEpLSA-2, i.e., $n(d, z') \approx \Phi'$. Note that this assumption implies considering a uniform prior probability over deep topics, which is a quite general premise; however, different prior probability values could also be used instead to encourage specific topics. Eventually, the $\Phi \sim p(z|d)$ and $\Theta \sim p(z'|z)$ parameters of the DEpLSA-2 model are estimated using $K$-restricted topics which represent the number of endmembers in the input scene.

This model relaxation allows reducing the DEpLSA computational cost to the pLSA order. Since the DEpLSA-1 model relaxation corresponds to the standard pLSA formulation [28], in Section III-B, we only provide the formulation for the DEpLSA-2 model.

B. Expectation–Maximization Formulation for DEpLSA-2

DEpLSA-2 parameters, $\Phi$ and $\Theta$, are estimated by maximizing the complete log-likelihood using the Expectation–Maximization (EM) algorithm [48]. First, let us define the likelihood function in terms of the density function of a
Document collection $D$

$$\mathcal{L} = p(D|\Phi, \Theta) = \prod_{d}^{D} \prod_{z'}^{N_{d}} p(z', d) = \prod_{d}^{D} \prod_{z'}^{K'} p(z', d)^{n(z', d)} \quad (1)$$

where $N_{d}$ represents the total number of deep topics required to generate the document $d$, $K'$ is the considered number of deep topics, and $n(z', d)$ denotes the number of times the deep topic $z'$ occurs in the document $d$. The joint probability $p(z', d)$ can be factorized according to the DEpLSA-2 model as follows:

$$p(z', d) = \sum_{z}^{K} p(z'|z)p(z|d)p(d) = p(d) \sum_{z}^{K} p(z'|z)p(z|d). \quad (2)$$

Note that $K$ represents the number of considered restricted topics. Inserting (2) in (1), we obtain the expression of the complete likelihood

$$\mathcal{L}_{c} = \prod_{d}^{D} \prod_{z'}^{K'} \left( p(d) \sum_{z}^{K} p(z'|z)p(z|d) \right)^{n(z', d)} \quad (3)$$

The target is to estimate the $\Phi \sim p(z|d)$ and $\Theta \sim p(z'|z)$ parameters that maximize the complete likelihood function $\mathcal{L}_{c}$, nonetheless, multiplicative and exponential factors are hard to optimize. Due to the monotonic nature of the logarithmic function, we can equivalently maximize the complete log-likelihood (4) remaining the optimization problem as the following equation shows

$$\ell_{c} = \log(\mathcal{L}_{c}) = \sum_{d}^{D} \sum_{z'}^{K'} n(z', d) \log \left( p(d) \sum_{z}^{K} p(z'|z)p(z|d) \right) \quad (4)$$

$$\arg \max_{\Phi, \Theta} \sum_{d}^{D} \sum_{z'}^{K'} n(z', d) \log \left( p(d) \sum_{z}^{K} p(z'|z)p(z|d) \right). \quad (5)$$

This expression is hard to maximize because of the summation inside the logarithm. Taking advantage of the log function properties, we can make use of the concave version of Jensen's inequality as follows:

$$\sum_{d}^{D} \sum_{z'}^{K'} n(z', d) \log \left( p(d) \sum_{z}^{K} p(z'|z)p(z|d) \right) \geq \sum_{d}^{D} \sum_{z'}^{K'} n(z', d) p(d) \sum_{z}^{K} p(z'|z) \log(p(z'|z)p(z|d)). \quad (6)$$

As a result, the expression to optimize remains as follows:

$$\mathbb{E} = \sum_{d}^{D} \sum_{z'}^{K'} n(z', d) p(d) \sum_{z}^{K} p(z'|z)p(z|d) \log(p(z'|z)p(z|d)). \quad (7)$$

Let us now introduce the normalization constraints for parameters $p(z|d)$ and $p(z'|z)$ by inserting the appropriate Lagrange multipliers $\alpha$ and $\beta$

$$\mathbb{H}_{0} = \mathbb{E} + \sum_{z}^{K} \alpha \left( 1 - \sum_{d}^{D} p(z|d) \right) + \sum_{d}^{D} \beta \left( 1 - \sum_{z}^{K} p(z|d) \right). \quad (8)$$

Finally, the solution is regularized using the dual sparsity factors $\delta_{d}$ and $\delta_{z}$ to maximize the Kullback–Leibler (KL) divergence between the uniform distribution over documents ($U_{d} = 1/D$) and restricted topics ($U_{z} = 1/K$) with respect to parameters $p(z|d)$ and $p(z'|z)$, respectively

$$\mathbb{H} = \mathbb{H}_{0} + \sum_{d}^{D} \delta_{d} (\text{KL}(U_{d}|p(z|d))) + \sum_{z}^{K} \delta_{z} (\text{KL}(U_{z}|p(z'|z))). \quad (9)$$

To maximize (9), we use the EM algorithm that works in two stages: 1) E-step, where given the current estimation of the parameters, the expected value of the likelihood is computed (estimating the posterior probability $p(z'|z, d)$) and 2) M-step, where the new optimal values of the parameters are computed according to the current setting of the hidden variables.

For the M-step, we calculate (9) partial derivatives, set them equal to zero, and solve the equations to estimate $p(z'|z)$ (10) and $p(z|d)$ (11) parameters. Note that $\alpha$ and $\beta$ multipliers can be obtained from the normalization constraint on topics and documents, respectively

$$p(z'|z) = \frac{\sum_{d} n(z', d) p(d) p(z'|z, d) - \delta_{z}/K'}{\sum_{z'} \sum_{d} n(z', d) p(d) p(z'|z, d)} \quad (10)$$

$$p(z|d) = \frac{\sum_{z'} n(z', d) p(z'|z, d) - \delta_{d}/K}{\sum_{z'} n(z', d) p(z'|z, d)} \quad (11)$$

For the E-step, $p(z'|z, d)$ probabilities can be computed by applying Bayes’ rule and the chain rule is as follows:

$$p(z'|d, z) = \frac{p(z'|d, z)}{p(z'|d)} = \frac{p(z'|z, d) p(z|d)}{\sum_{z'} p(z'|z, d)} = \frac{p(z'|z) p(z|d)}{\sum_{z'} p(z'|z) p(z|d)}. \quad (12)$$

The EM process is performed as follows. First, $p(z|d)$ and $p(z'|z)$ are randomly initialized. Then, the E-step (12) and the M-step (10) and (11) are alternated until $p(z'|z)$ and $p(z|d)$ parameters converge. As convergence conditions, we use a $10^{-6}$ stability threshold in the difference of the log-likelihood (4) between two consecutive iterations and a maximum number of 1000 EM iterations.

IV. HU FRAMEWORK BASED ON DEpLSA

In order to enable the use of LDA, pLSA, and DEpLSA models over hyperspectral images, we make use of the bag-of-words characterization scheme [49] adapted to the spectral
image domain. Specifically, pixels are considered as topic model documents, spectral bands define the vocabulary terms, and document word counts are represented by the reflectance values of the bands. Note that considering an image size of \((r \times c \times b)\), this characterization generates a total of \(D = (r \times c)\) documents with a \(N = b\) vocabulary size.

Fig. 4 shows a general overview of the proposed HU framework based on the DEpLSA model. From left to right, the proposed methodology consists of three sequential steps: 1) learning the deep topic space; 2) extracting the restricted topics; and 3) generating the output endmember signatures and abundance maps.

Once the input hyperspectral image is characterized as a collection of spectral documents, the first step is based on applying the DEpLSA-1 model to learn the deep topic space using \(K'\) latent units. Note that this step aims at obtaining a high-dimensional deep topic space to unfold semantic patterns of the original spectral data; therefore, the number of deep topics \(K'\) has to be substantially higher than the vocabulary size \(N\).

In step (2), the DEpLSA-2 model is used to extract \(K\)-restricted topics over the deep topic space previously learned. That is, the \(\Phi' \sim P(z'|d)\) parameter of DEpLSA-1 acts as the input word-document distribution for DEpLSA-2 in order to uncover \(K\) endmembers considering \(\delta_d\) and \(\delta_z\) sparsity factors.

Finally, step (3) is focused on obtaining the final endmember and abundance results. The \(\Phi \sim P(z|d)\) parameter of DEpLSA-2 provides a direct estimate of the fractional abundances due to the fact that it expresses pixels according to the probability of belonging to each one of the \(K\) endmembers. However, the considered model relaxation (Section III-A) does not provide any straightforward endmember estimation. In order to obtain such result, we approximate it by factorizing the \(p(w|z)\) probability as follows:

\[
p(w|z) = \frac{p(w,z)}{p(z)} = \sum_{z'} \frac{p(w|z')} {p(w|z')} p(z') = \Theta'\Theta. \tag{13}
\]

Note that the \(p(w|z)\) distribution represents the \(K\)-restricted topics in the initial vocabulary space of spectral bands; therefore, it provides an estimation of the spectral signatures. In particular, we initially factorize \(p(w|z)\) according to the proposed DEpLSA model (Section III). Then, the \(\Theta'\) and \(\Theta\) parameters can be used to connect both the deep topic space and the restricted topic space estimated by the DEpLSA-1 and DEpLSA-2 models, respectively.

V. EXPERIMENTAL RESULTS

The experimental part of this paper aims at validating the performance of LDA, pLSA, and DEpLSA models within the HU field against several unmixing algorithms available in the literature. In particular, Section V-A introduces the five hyperspectral images used in the experiments, Section V-B describes the experimental setting, and Section V-C shows the obtained results.

A. Data Sets

We have considered five different hyperspectral data sets in our experiments, one synthetic image, called Fractal [50], and four real hyperspectral images, which are Samson, Jasper, Urban, and Cuprite data sets [51]. These images have been selected, because they are used in many recent works [52]–[55] and also because they are publicly available and can be easily downloaded from websites [56], [57]. In the following, we provide a description of all the considered hyperspectral data sets.

1) Fractal [Fig. 5(a)] [50] is a simulated hyperspectral image that has 221 spectral bands and its size in pixels is 100 \(\times\) 100. It contains a total of nine endmember mineral signatures selected from the U.S. Geological Survey (USGS) spectral library, i.e., Alunite, Dumortierite, Halloysite, Kaolinite1, Kaolinite9, Muscovite, Nontronite, Pyrophilite, and Sphene, which cover the wavelengths from 400 to 2500 nm. Specifically, the procedure for generating this synthetic image, which is detailed in [50], mainly assigns different spectral signatures to adjacent image regions and then it calculates fractional abundances considering pure pixels in each region center and linearly mixed pixels for transitions. In addition to the noise-free version of the Fractal image, three different levels of zero-mean Gaussian noise have been considered [50]: 30, 50, and 70 signal-to-noise ratios (SNRs).

2) Samson [Fig. 5(b)] [51] is a simple hyperspectral image with a size of 952 \(\times\) 952 pixels and 156 bands. The spectral resolution is highly up to 3.13 nm and it covers the wavelengths from 401 to 889 nm. In order to reduce the computational cost of the tested HU methods,
Fig. 5. Hyperspectral images considered in our experiments. (a) Fractal. (b) Samson. (c) Jasper. (d) Urban. (e) Cuprite.

a region of 95 × 95 pixels has been cropped from the (252, 332)th pixel in the original image. There are three materials present in the image: soil, tree, and water.

3) Jasper [Fig. 5(c)] [51], [58]–[60] is a popular hyperspectral data set that contains 512 × 614 pixels per band. It has a total of 224 channels with a spectral resolution up to 9.46 nm ranging from 380 to 2500 nm. Due to the high complexity of the image, we consider an area of 100 × 100 pixels starting from the (105, 269)th pixel in the original image. In addition, channels 1–3, 108–112, 154–166, and 220–224 have been removed to avoid atmospheric effects (198 channels remain). The number of members in this scene is four: road, soil, water, and tree.

4) Urban [Fig. 5(d)] [51], [58]–[60] is another common hyperspectral image present in many HU works. Specifically, it has a size of 307 × 307 with a spatial resolution of 2 mpp. There are 210 spectral bands ranging from 400- to 2500-nm wavelength which results in a spectral resolution of 10 nm. As a preprocessing step, we remove bands 1–4, 76, 87, 101–111, 136–153, and 198–210 to avoid atmospheric effects (162 channels remain). The number of materials in the scene is four: asphalt, grass, tree, and roof.

5) Finally, Cuprite [Fig. 5(e)] [51], [59], [60] is one of the most challenging data sets for HU that covers the Cuprite mining district in NV, USA. This image contains 224 channels, ranging from 370 to 2480 nm. Similar to the other data sets, a region of 250 × 190 pixels is considered and we also remove the noisy channels (1–2 and 221–224) and water absorption channels (104–113 and 148–167) in order to maintain a total of 188 channels. A total of 12 types of minerals are present in the scene: Alunite, Andradite, Buddingtonite, Dumortierite, Kaolinite1, Kaolinite2, Muscovite, Montmorillonite, Nontronite, Pyrope, Sphene, and Chalcedony.

B. Experimental Settings

The proposed approach has been validated against nine different methods selected from the literature. In particular, three different families of methods have been included in this experimental comparison: geometrical-based method, NMF-based method, and latent topic-based method. Regarding the first group, the vertex component analysis (VCA) [8] and minimum volume simplex analysis (MVSA) [9] unmixing methods have been considered. For the second one, four different variations of the standard NMF procedure [61] have been taken into account: NMF-div [62], which uses the KL divergence criterion to perform the decomposition; NMF-mse [62], which employs Euclidean objective function; NMF-sp [63], which also introduces a sparsity constraint; and collaborative nonnegative matrix factorization (CNMF) [34], which uses two different kinds of regularization terms. Finally, three different topic models have been tested for the unmixing problem, LDA [29], pLSA [28], and pLSA-sp [27], which adds a sparsity constraint over documents.

All these methods have been selected because their implementations are publicly available and besides they allow estimating both the endmembers and abundances in the same form as the proposed framework does. That is, we assume that the number of endmembers K is known in advance, therefore, all the tested methods make use of this information when conducting the unmixing experiments. Note that multiple works in the literature are focused on estimating the number of endmembers, thus some methods like [64] could be used as a preprocessing step to estimate this number.

Whenever possible, the considered methods have been tested using a similar parameter configuration in order to conduct experimental comparisons that are as fair as possible taking into account the approaches’ diversity. In particular, the NMF-sc abundance and endmember sparsity constraints have been fixed to 10−2 and 1/K, respectively. Similarly, the pLSA-sp abundance sparse factor has been set to 10−2. Finally, the δd and δe sparsity factors of the proposed approach have been fixed to 10−2 and 1/K′. Note that for the δe term, we use 1/K′ instead of 1/N, because K′ is the vocabulary length of the restricted topics which is set to 1000 in this paper. Regarding the convergence of the algorithms, we have considered a maximum of 1000 iterations for both the NMF-based and topic-based models.

In order to perform a quantitative evaluation of the HU results, two reference metrics are used: the spectral angle distance (SAD) and the root-mean-squared error (RMSE). On the one hand, the SAD [65] is used to assess endmember estimates by considering each spectral band as a coordinate axis and then computing the average angle between the estimated endmembers M and the ground-truth ones M.
TABLE I
SAD ENDMEMBER ASSESSMENT FOR THE CONSIDERED DATA SETS USING DIFFERENT UNMIXING METHODS. IN ROWS, THE FRAC TAL SYNTHETIC DATA SET WITH DIFFERENT LEVELS OF NOISE AND THE FOUR CONSIDERED REAL IMAGES. IN COLUMNS, THE CONSIDERED UNMIXING METHODS ORGANIZED IN TWO GROUPS: (A) NONTOPIC-BASED METHODS AND (B) TOPIC-BASED METHODS. NOTE THAT THE SHOWN VALUES CORRESPOND TO THE AVERAGE AND STANDARD DEVIATION RADIANS OVER ENDMEMBERS. BESIDES, RESULTS ARE MULTIPLIED BY A $10^{-2}$ FACTOR AND THE BEST VALUES FOR EACH ROW AND EACH METHOD GROUP ARE HIGHLIGHTED IN ITALICS AND BOLD FONT, RESPECTIVELY.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Members (K)</th>
<th>(A) Nontopic-based methods</th>
<th>(B) Topic-based methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synth. Fractal (noNoise)</td>
<td>9</td>
<td>0.29 ± 0.3</td>
<td>8.95 ± 0.09</td>
</tr>
<tr>
<td>Synth. Fractal (SNR 30)</td>
<td>9</td>
<td>4.69 ± 0.83</td>
<td>9.56 ± 0.98</td>
</tr>
<tr>
<td>Synth. Fractal (SNR 50)</td>
<td>9</td>
<td>8.91 ± 0.95</td>
<td>5.88 ± 3.53</td>
</tr>
<tr>
<td>Synth. Fractal (SNR 70)</td>
<td>9</td>
<td>0.29 ± 0.3</td>
<td>0.28 ± 0.35</td>
</tr>
<tr>
<td>Real data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jasper</td>
<td>4</td>
<td>23.57 ± 27.1</td>
<td>50.42 ± 15.83</td>
</tr>
<tr>
<td>Urban</td>
<td>4</td>
<td>29.41 ± 31.0</td>
<td>34.78 ± 17.95</td>
</tr>
<tr>
<td>Cuprite</td>
<td>12</td>
<td>17.54 ± 26.41</td>
<td>20.83 ± 6.64</td>
</tr>
</tbody>
</table>

The following equation shows the expression defining this metric, where $K$ represents the number of endmembers

$$\text{SAD}(\tilde{M}, M) = \frac{1}{K} \sum_i \arccos \frac{\tilde{M}_i \cdot M_i}{\|\tilde{M}_i\| \|M_i\|}. \quad (14)$$

On the other hand, the RMSE metric is useful to evaluate the abundance estimation results by computing the absolute differences between the estimated abundances ($\tilde{A}$) and the ground-truth ones ($A$) as the following equation shows. Note that $R$ and $C$ represent the input image size

$$\text{RMSE}(\tilde{A}, A) = \sqrt{\frac{1}{R \cdot C} \sum_{i,j} (\tilde{A}_{i,j} - A_{i,j})^2}. \quad (15)$$

Regarding the ground-truth information used to compute these metrics, we use the ground-truth data available in [56] and [57]. In the case of the simulated image (Fractal), real endmembers and abundances are logically known in advance. For Samson, Jasper, and Urban images, we make use of the ground-truth information in [66], which has been obtained using a semisupervised approach also employed in [67] and [68]. First, the virtual dimensionality method [69] is used to find out the number of endmembers.

Second, the endmember spectral signatures are manually chosen from the USGS library\(^1\) and other hyperspectral libraries, according to the acquisition area. The following equation shows the expression defining this metric, where $K$ represents the number of endmembers

\(\text{SAD}(\tilde{M}, M) = \frac{1}{K} \sum_i \arccos \frac{\tilde{M}_i \cdot M_i}{\|\tilde{M}_i\| \|M_i\|}. \quad (14)\)

On the other hand, the RMSE metric is useful to evaluate the abundance estimation results by computing the absolute differences between the estimated abundances ($\tilde{A}$) and the ground-truth ones ($A$) as the following equation shows. Note that $R$ and $C$ represent the input image size

\(\text{RMSE}(\tilde{A}, A) = \sqrt{\frac{1}{R \cdot C} \sum_{i,j} (\tilde{A}_{i,j} - A_{i,j})^2}. \quad (15)\)

Regarding the ground-truth information used to compute these metrics, we use the ground-truth data available in [56] and [57]. In the case of the simulated image (Fractal), real endmembers and abundances are logically known in advance. For Samson, Jasper, and Urban images, we make use of the ground-truth information in [66], which has been obtained using a semisupervised approach also employed in [67] and [68]. First, the virtual dimensionality method [69] is used to find out the number of endmembers.

C. Results

Tables I and II show the SAD and RMSE quantitative assessments for the considered unmixing methods and data sets. In the case of the synthetic Fractal data, four different levels of Gaussian noise are considered, i.e., without noise (noNoise), 30, 50, and 70 SNRs. In the case of real data, four different hyperspectral images are included, i.e., Samson, Jasper, Urban, and Cuprite. Regarding the considered unmixing methods, two column groups are differentiated: 1) nontopic-based methods, i.e., VCA [8], MVSA [9], NMF-div [62], NMF-mse [62], NMF-sp [63], and CNMF [34] and 2) topic-based methods, i.e., LDA [29], pLSA [28], and pLSA-sp [27] together with the results

\(\text{RMSE}(\tilde{A}, A) = \sqrt{\frac{1}{R \cdot C} \sum_{i,j} (\tilde{A}_{i,j} - A_{i,j})^2}. \quad (15)\)

\(^1\)https://speclab.cr.usgs.gov/
VI. DISCUSSION

According to the unmixing results obtained from the synthetic hyperspectral data (Tables I and II), the proposed approach is able to provide a remarkable performance improvement with respect to the rest of the tested methods when considering a certain amount of input noise. That is, DEpLSA obtains the best SAD and RMSE values for Fractal 30 SNR and the second and third best average quantitative results for Fractal 50 SNR, which indicates the good performance of the proposed approach under noisy conditions. Nonetheless, it is also possible to observe that other methods, especially CNMF, tend to obtain better results in a low-level noise scenario (Fractal 70 SNR) and in free-noise conditions (Fractal noNoise). Note that the noncomplex nature of the simulated data makes that pure pixels can easily occur when not considering noise or a small amount of it; therefore, straightforward methods may generate a more accurate unmixing estimates than the proposed approach probabilistic nature. However, the absence of noise is not a realistic premise in a real remotely sensed hyperspectral data production scenario where images are typically affected by many different kinds of perturbations and image corrections that introduce some noise as well. Precisely, this is the reason why we also use the real hyperspectral data in Section V of this paper.

The quantitative assessment reported in Tables I and II reveals that the proposed DEpLSA model is able to achieve a competitive HU performance with the four real considered hyperspectral data sets. When considering the SAD metric (Table I), the proposed approach shows a remarkable reduction on the angular deviation between the estimated endmembers and the ground-truth ones. Although the geometrical method (VCA) and the NMF-based one (CNMF) also exhibit good capabilities to extract endmembers, the result provided by DEpLSA tends to be more accurate as well as robust. That is, although VCA and CNMF decrease their effectiveness for Jasper and Urban data sets, the proposed approach is able to maintain a good performance for all the considered hyperspectral images.

In the case of the RMSE metric, it is possible to identify a similar behavior. More specifically, DEpLSA achieves the best results and the second best average value is obtained by NMF-sp. Nonetheless, the performance of the proposed approach remains significantly higher on an average. According to the reported results, we can also see that VCA and CNMF are certainly less effective to estimate abundances than to estimate endmembers.

When analyzing the unmixing results obtained by topic models, several interesting observations can be made. First, the pLSA model clearly shows a better performance for unmixing tasks than LDA. As it was mentioned in Section II, LDA requires an initial estimation of two Dirichlet hyperparameters and the quality of this estimation may be affected by the
number of available documents. In the blind HU application, the number of pixels is constrained to the input image size, and this number is usually rather limited to generate a good initial hyperparameter estimate for LDA. However, pLSA takes an advantage of the use of input pixels as model parameters and, therefore, it is able to extract more accurate semantic patterns using less input information than LDA.

Another important point is related to the use of regularization to relieve the ill-posed nature of the HU problem. As we can see in Tables I and II, the standard LDA and pLSA models present poor global performance, especially when estimating endmembers. However, a substantial improvement can be reached when introducing sparse regularization terms. The presented results show that pLSA-sp and NMF-sp achieve an important performance improvement over standard models (i.e., pLSA, NMF-div, and NMF-mse) by means of considering sparsity constraints on the final estimation of fractional abundances. In general, sparse regularization is an excellent tool to reduce the uncertainty in the unmixed space [7], and this is precisely the reason why this technique is also effective in a topic-based HU.

Overall, VCA and CNMF show good performance in the task of extracting endmembers, and NMF-sp in the task of estimating estimate abundances. Nonetheless the proposed approach is able to provide superior results in both the tasks. The abundance maps shown in Section V also support this observation. In the case of the Samson data set (Fig. 6), soil, tree, and water endmembers are represented using pure red, green, and blue colors, respectively. As we can see, VCA, CNMF, and DEpLSA are the methods that better distinguish among these three endmembers. However, DEpLSA is able to provide a more accurate result. In the coastal area of Fig. 6, VCA and CNMF generate a blurring effect, whereas DEpLSA obtains a result more similar to the ground-truth.

Fig. 9. Cuprite endmember results and abundance maps for the proposed DEpLSA method. (Left) Ground-truth spectral signature (blue). (Middle) Proposed approach endmember estimation (red). (Right) Obtained fractional abundance map.
abundances. In Figs. 7 and 8, it is also possible to find similar examples to validate the results obtained by the proposed approach. Regarding the Cuprite endmember results provided in Fig. 9, we can also observe that the proposed approach is able to obtain spectral signatures very similar to the corresponding ground-truth endmembers.

A. Performance Analysis for Different Sparsity Factors

As it has been commented in Section V-B, the proposed approach \( \delta_d \) and \( \delta_z \) sparsity factors have been set to \( 10^{-2} \) and \( 10^{-3} \), for all the data sets, in order to use a general configuration. That is, according to the information provided in Section III, these two regularization factors allow us to neglect those small noisy components appearing in \( p(z|d) \) and \( p(w|z) \) probability distributions throughout the EM optimization process. In order to highlight this point, Fig. 10 shows the quantitative assessment for different parameter configurations over the Samson data set.

Specifically, Fig. 10(a) and (b) provides the SAD and RMSE evaluation when considering \( \delta_d \) and \( \delta_z \) within the range 0.00–0.04. In addition, Fig. 10(c) and (d) shows the corresponding SAD and RMSE details in the range 0.000–0.004. As we can see in Fig. 10(a) and (b), the optimal \( \delta_d \) parameter seems to be between 0.002 and 0.03 for the SAD metric and between 0.00 and 0.02 when considering the RMSE result. Regarding the \( \delta_z \) parameter, it initially seems not to have a significant impact on the performance, at least for the considered value range. However, the details provided in Fig. 10(c) and (d) reveal that a small regularization is convenient in both the cases.

That is, both the SAD and RMSE details show that there is a small area close to the axis representing \( \delta_d = 0 \) and \( \delta_z = 0 \) where the metric performance tends to decrease. Precisely, this effect is produced because tiny probability values, which somehow can be considered noisy in a real scenario, are not regularized in the EM process when considering null sparsity factors. As a result, the proposed approach can take advantage of small regularization factors to increase the resulting performance and this is the reason why we set \( \delta_d \) and \( \delta_z \) to \( 10^{-2} \) and \( 10^{-3} \) as a general settings for all the data sets. Logically, this configuration may not be optimal for all the
considered hyperspectral images; however, it pursues to avoid the aforementioned effect while providing the most general scheme. This assertion is also supported by the fact that the proposed approach with the considered configuration is able to outperform the corresponding nonregularized version (DEpLSA-noReg) for all the experiments except for the free-noise synthetic image.

### B. Advantages and Limitations of the Proposed Approach

The main advantage of the proposed DEpLSA-based HU framework lies in the deep-topic structure that it offers to uncover endmembers and abundances. Even though some methods in the literature have tried to use pLSA [27] (or, analogously, NMF [34], [62], [63]) for the unmixing task, they mainly use these models as a straightforward data decomposition process. That is, endmembers and abundances are estimated over the initial spectral space, and this fact limits the semantic potential of topic models in HU.

The proposed DEpLSA model introduces a new level of topics, called deep topics ($z'$), in order to extract the semantic representations of the input spectral data. Then, another level of topics, called restricted topics ($z$), is used to uncover the endmembers and abundances over these semantic representations. In this way, the unmixing process is conducted over a semantic representation space, unlike the classical straightforward approach. Additionally, we introduce a dual sparsity constraint over restricted topics to guarantee regularized solutions.

The underlying rationale behind the improvement provided by DEpLSA is based on its potential to better discern similar spectral patterns in the deep topic space. Let us explain this concept through a simple visual example. Fig. 11(a) shows the original Samson data projected onto the two first principal component analysis (PCA) components, where soil, vegetation, and water pure pixels are colored in red, green, and blue, respectively.

When using pLSA-sp over the original spectral space [Fig. 11(b)], we can see that pure pixels tend to maintain essentially the same data variability, that is, the extracted topics do not provide any substantial improvement on the data simplex geometry. Nonetheless, the restricted topic space uncovered by the proposed approach [Fig. 11(d)] is able to define a clearer geometry over the extracted topics by means of reducing the intramember variability. In other words, the deep
topic space [Fig. 11(c)] initially compacts the data that share the same hidden spectral patterns. Then, the restricted topic space [Fig. 11(d)] is able to reduce the uncertainty in dense areas of the simplex while maintaining the variability in the less dense parts of it.

Despite the potential of the proposed approach, it still has some limitations that need to be mentioned at this point. Specifically, its computational time is one of them. Table III shows a summary of the computational time required by VCA, NMF-sp, CNMF, pLSA-sp, and DEpLSA unmixing methods over the tested images. As we can see, the proposed model is, on average, the most computationally demanding one and this fact may limit its application.

According to the model relaxation introduced in Section III-A, we can reduce the DEpLSA computational load to a pLSA order cost using a regular pLSA model to estimate the deep topic space and a regularized pLSA model to uncover the restricted topic space. However, the computational time that we obtain depends, in practice, on the number of deep topics, that is, $K' = 1000$, which is significantly higher than the number of initial spectral bands ($N$), i.e., 156, 198, 162, and 188 bands for Samson, Jasper, Urban, and Cuprite, respectively. Even though the high dimensionality of the deep topic space may allow a faster convergence of the model, the total computational time of DEpLSA remains on average 1.3, 2.4, and 3.2 times higher than CNMF, NMF-sp, and pLSA-sp costs. At this point, it should also be mentioned the high efficiency of the geometrical method VCA.

Another limitation of the proposed approach is related to the absence of noise on the input image. Even though this may not be an actual limitation in a real-life scenario because of the inherent complexity of the real remotely sensed hyperspectral data, the DEpLSA model has shown a limited performance with the noise-free synthetic data. The proposed approach has been specially designed to deal with the hyperspectral data complexity through the semantic patterns uncovered by the deep topic space; however, the simpler nature of the simulated data makes other straightforward methods more convenient than the probabilistic nature of the proposed approach.

### VII. Conclusion

In this paper, we have presented a new topic-based unmixing framework specially designed to estimate both the endmembers and abundances from remotely sensed hyperspectral imagery. Specifically, we introduce a so-called DEpLSA model in order to deal with the unmixing problem, following a pLSA-based dual-depth architecture. The proposed model generates a first level of deep topics to extract the semantic representations of the input hyperspectral data. Then, the second level of restricted topics is computed to estimate endmember spectral signatures and fractional abundances according to the uncovered spectral patterns. Our experimental comparison, conducted using four different hyperspectral data sets, reveals that the proposed approach is able to provide competitive performance with respect to standard topic models, as well as several state-of-the-art unmixing methods available in the literature.

One of the first conclusion that arises from this paper is the potential of the pLSA-based models to cope with the HU problem. In general, the pLSA-based models have shown to obtain better unmixing results than CNMF, NMF, and pLSA-sp costs. At this point, it should also be mentioned the high efficiency of the geometrical method VCA.

Another important conclusion is related to the use of sparse regularization within the HU field. As the conducted experiments reveal, pLSA and NMF obtain a substantial performance improvement when considering sparsity constraints over spectral signatures and fractional abundances. In a sense, these sparse assumptions help unmixing models to avoid uninformative solutions.

Finally, the most relevant conclusion of this paper is related to the effectiveness of the proposed pLSA-based dual-depth architecture to cope with the unmixing problem, especially under real remotely sensed hyperspectral data. Although the common algorithm design trend relies on using some models like pLSA as a straightforward data decomposition process, the proposed DEpLSA model transforms this classical perspective into a new probabilistic framework under which the HU process is conducted according to the semantics encapsulated by the deep topic space.

Although the proposed approach results are encouraging as an HU technique using semantic representations, it still has some limitations that provide room for improvement to conduct more research on the topic-based HU. Specifically, our future work is aimed at the following directions: 1) the development of a parallel implementation of the DEpLSA model to significantly reduce its computational time, using graphics processing units; 2) the extension of our model to estimate the ideal sparsity factors for each input image; 3) the design of automatic procedures to set the most appropriate number of topics in the deep topic space; and 4) an extension of the proposed HU framework to automatically find the number of endmembers in the original hyperspectral image.
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**TABLE III**

<table>
<thead>
<tr>
<th>Datasets</th>
<th>$K$</th>
<th>Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VCA</td>
<td>NMF-sp</td>
</tr>
<tr>
<td>Samson</td>
<td>3</td>
<td>2.32</td>
</tr>
<tr>
<td>Jasper</td>
<td>4</td>
<td>2.70</td>
</tr>
<tr>
<td>Urban</td>
<td>4</td>
<td>7.98</td>
</tr>
<tr>
<td>Cuprite</td>
<td>12</td>
<td>3.48</td>
</tr>
</tbody>
</table>


Ruben Fernandez-Beltran received the B.Sc. degree in computer science, the M.Sc. degree in intelligent systems, and the Ph.D. degree in computer science from Universitat Jaume I, Castellón de la Plana, Spain, in 2007, 2011, and 2016, respectively.

He was a Visiting Scientist with the University of Bristol, Bristol, U.K. Since 2017, he has been a Visiting Post-Doctoral Researcher with the Hyperspectral Computing Laboratory, University of Extremadura, Caceres, Spain. He is currently a Post-Doctoral Researcher with the Computer Vision Group, University Jaume I, where he is a member of the Institute of New Imaging Technologies. His research interests include multimedia retrieval, spatio-spectral image analysis, pattern recognition techniques applied to image processing, and remote sensing.

Dr. Fernandez-Beltran is a member of the Spanish Association for Pattern Recognition and Image Analysis, which is a part of the International Association for Pattern Recognition.

Antonio Plaza (M’05–SM’07–F’15) received the M.Sc. and Ph.D. degrees in computer engineering from the Department of Technology of Computers and Communications, University of Extremadura, Caceres, Spain, in 1999 and 2002, respectively. He is currently the Head of the Hyperspectral Computing Laboratory, Department of Technology of Computers and Communications, University of Extremadura. He has authored more than 600 publications, including over 200 Journal Citation Reports journal papers (over 160 in the IEEE journals), 23 book chapters, and around 300 peer-reviewed conference proceeding papers. He has guest edited 10 special issues on hyperspectral remote sensing for different journals. His research interests include hyperspectral data processing and parallel computing of remote sensing data.

Dr. Plaza was a recipient of the recognition of Best Reviewers of IEEE GEOSCIENCE AND REMOTE SENSING LETTERS in 2009 and the IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING in 2010, the Best Column Award of IEEE SIGNAL PROCESSING Magazine in 2015, the 2013 Best Paper Award of the IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, the Most Highly Cited Paper (2005–2010) in the Journal of Parallel and Distributed Computing, and the Best Paper Awards at the IEEE International Conference on Space Technology and the IEEE Symposium on Signal Processing and Information Technology. He was the Director of Education Activities for the IEEE Geoscience and Remote Sensing Society (GRSS) from 2011 to 2012 and a President of the Spanish Chapter of the IEEE GRSS from 2012 to 2016. He was an Associate Editor of the IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING from 2007 to 2012. He is an Associate Editor for the IEEE ACCESS (receiving recognition as an Outstanding Associate Editor of the journal in 2017). He was a member of the Editorial Board of the IEEE GEOSCIENCE AND REMOTE SENSING NEWSLETTER from 2011 to 2012 and IEEE GEOSCIENCE AND REMOTE SENSING Magazine in 2013. He was also a member of the steering committee of the IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING. He has reviewed more than 500 manuscripts for over 50 different journals. He is the former Editor-in-Chief of the IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING Journal.
Javier Plaza (M’09–SM’15) received the M.Sc. and Ph.D. degrees in computer engineering from the Hyperspectral Computing Laboratory, Department of Technology of Computers and Communications, University of Extremadura, Caceres, Spain, in 2004 and 2008, respectively. He is currently a member of the Hyperspectral Computing Laboratory. He has authored more than 150 publications, including over 50 Journal Citation Reports journal papers, 10 book chapters, and 90 peer-reviewed conference proceeding papers. He has guest edited four special issues on hyperspectral remote sensing for different journals. His research interests include hyperspectral data processing and parallel computing of remote sensing data.

Dr. Plaza was a recipient of the Outstanding Ph.D. Dissertation Award with the University of Extremadura in 2008, the Best Column Award of IEEE SIGNAL PROCESSING MAGAZINE in 2015, the Most Highly Cited Paper in the Journal of Parallel and Distributed Computing from 2005 to 2010, and the Best Paper Awards at the IEEE International Conference on Space Technology and the IEEE Symposium on Signal Processing and Information Technology. He is currently an Associate Editor of IEEE GEOSCIENCE AND REMOTE SENSING LETTERS and an Associate Editor of the IEEE Remote Sensing Code Library.

Filiberto Pla received the B.Sc. and Ph.D. degrees in physics from the Universitat de València, València, Spain, in 1989 and 1993, respectively. He has been a Visiting Scientist with the Silsoe Research Institute, Silsoe, U.K., the University of Surrey, Guildford, U.K., the University of Bristol, Bristol, U.K., CEMAGREF, Montpellier, France, the University of Genoa, Genoa, Italy, the Instituto Superior Técnico, Lisbon, Portugal, the Swiss Federal Institute of Technology, Zürich, Switzerland, the Idiap Research Institute, Martigny, Switzerland, the Technical University of Delft, Delft, The Netherlands, and Mid Sweden University, Sundsvall, Sweden. He has been the Director of the Institute of New Imaging Technologies, University Jaume I, Castelló de la Plana, Spain, where he is currently a Full Professor with the Departament de Llenguatges i Sistemes Informatics. His research interests include color and spectral image analysis, visual motion analysis, 3-D image visualization, and pattern recognition techniques applied to image processing.

Dr. Pla is a member of the Spanish Association for Pattern Recognition and Image Analysis, which is a member of the International Association for Pattern Recognition.