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Abstract—Fine-tuning of pretrained convolutional neural networks (CNNs) has been proven to be an effective strategy for remote sensing image scene classification, particularly when a limited number of labeled data sets are available for training purposes. However, such a fine-tuning process often needs that the input images are resized into a fixed size to generate input vectors of the size required by fully connected layers (FCLs) in the pretrained CNN model. Such a resizing process often discards key information in the scenes and thus deteriorates the classification performance. To address this issue, in this paper, we introduce a scale-free CNN (SF-CNN) for remote sensing scene classification. Specifically, the FCLs in the CNN model are first converted into convolutional layers, which not only allow the input images to be of arbitrary sizes but also retain the ability to extract discriminative features using a traditional sliding-window-based strategy. Then, a global average pooling (GAP) layer is added after the final convolutional layer so that input images of arbitrary size can be mapped to feature maps of uniform size. Finally, we utilize the resulting feature maps to create a new FCL that is fed to a softmax layer for final classification. Our experimental results conducted using several real data sets demonstrate the superiority of the proposed SF-CNN method over several well-known classification methods, including pretrained CNN-based ones.

Index Terms—Free-scale convolutional neural networks (CNNs), fully connected layers (FCLs), remote sensing scene classification.

I. INTRODUCTION

W

ITH the fast development of satellite sensor technology, remote sensing scene classification has drawn significant attention due to the wide range of applications that can now be addressed with such instruments, including urban planning [1], traffic flow prediction [2], and military reconnaissance [3]. The goal of remote sensing scene classification is to assign a specific label (e.g., beach or bridge) to a query remote sensing image.

In order to recognize a particular scene from a set of remotely sensed images, numerous feature extraction (FE) and classification methods have been proposed in the past decades, and an extensive review of them can be found in [4] and [5]. FE is a crucial part of the scene recognition process, which can be divided into three levels: 1) low-level FE; 2) midlevel FE; and 3) high-level FE. Early works on scene classification are based on low-level features, such as color [6], texture [7], and scale-invariant [8] features. However, low-level features may be too simple to describe the complex spatial layout of remote sensing scenes. To address this problem, many midlevel FE methods have been proposed. The bag-of-visual-words model [9] and the dictionary learning method [10] are two classic approaches for midlevel FE. Furthermore, to bridge the semantic gap, high-level FE techniques based on convolutional neural networks (CNNs) have been introduced in the field of remote sensing scene classification. The development process of these three different levels of FE methods reveals some important insights, as described in the following.

The key to low-level FE methods is the design of feature descriptors, such as color descriptors, textural descriptors, and scale-invariant descriptors. Specifically, in [11], an improved color code is introduced to accelerate scene classification performance by combining the advantages of digital image processing, geographical information systems, and data mining. In [12], morphological texture descriptors are applied to extract useful content from remotely sensed images. In [13], a method to extract scale and rotation-invariant features is proposed that greatly promotes feature generalization. Moreover, in [14], multiple kinds of feature descriptors are used to extract rich information from remotely sensed images, thus enhancing image representation and scene classification. However, the aforementioned methods only focus on relatively simple low-level features that cannot fully capture the rich information contained in remotely sensed images.
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The key to low-level FE methods is the design of feature descriptors, such as color descriptors, textural descriptors, and scale-invariant descriptors. Specifically, in [11], an improved color code is introduced to accelerate scene classification performance by combining the advantages of digital image processing, geographical information systems, and data mining. In [12], morphological texture descriptors are applied to extract useful content from remotely sensed images. In [13], a method to extract scale and rotation-invariant features is proposed that greatly promotes feature generalization. Moreover, in [14], multiple kinds of feature descriptors are used to extract rich information from remotely sensed images, thus enhancing image representation and scene classification. However, the aforementioned methods only focus on relatively simple low-level features that cannot fully capture the rich information contained in remotely sensed images.
To solve this problem, many researchers have been focusing on how to efficiently represent remote sensing images using midlevel features. The main process of midlevel FE methods is to use a set of handcrafted feature descriptors (e.g., color or texture descriptors) to extract local image attributes from the original images and then build high-order statistical patterns by encoding these features [15]–[18]. The k-means clustering is a basic strategy to combine multiple kinds of features, and the bag-of-visual-words-based methods [19], [20] are also quite popular in this context due to their effectiveness and simplicity. In [21], spatial pyramid matching is adopted to enhance the bag-of-visual-words model by combining local and global features. Furthermore, sparse coding [22], [23] has also been adopted for scene classification purposes by adding a sparsity constraint to the feature distributions that effectively reduces the complexity of the model and simulates the associated learning tasks. In [24], a weighted deconvolutional sparse coding model is proposed for unsupervised extraction of edges and texture details from remotely sensed images. Nevertheless, these methods still heavily rely on low-level feature descriptors and cannot fully capture the high-level semantic information contained in the scenes.

In recent years, based on the excellent performance of CNNs in many image classification challenges (e.g., the ImageNet [25], OpenImage [26], and Places365 [27]), numerous researchers have focused on adapting CNN-based methods to remote sensing problems [28]–[31]. CNN models can automatically achieve effective feature representation by means of hierarchical layers, where the shallow layers extract local low-level features and the deep layers extract global high-level semantic features [32], [33]. These high-level semantic features can be directly utilized to bridge the semantic gap between different scenes within the same class and thus achieve a better classification performance. Specifically, [34] proposes a gradient boosting random framework that utilizes CNN models, pretrained on a data set made up of natural images to accelerate the scene classification performance by integrating models with different structures. Considering the data shift problem between natural images and remote sensing images, a domain adaptation network is introduced in [35]. Resulting from the fact that different layers provide information with different degrees of effectiveness, [36] and [37] fuse features from different layers of a CNN model, pretrained on ImageNet, to increase the classification accuracy. Moreover, to solve the interclass similarity and intraclass diversity problems in remote sensing image data sets, off-the-shelf models are equipped with metric learning in [38] and [39] to enhance the scene classification results by changing the final feature space distribution. In general, fine-tuning CNN models that have been pretrained on a data set made up of natural images can provide an effective and also efficient strategy for remote sensing scene classification [40]–[42]. This is because only thousands of labeled images exist in remote sensing data sets (e.g., the UC Merced Land-Use data set [43], the Aerial Image data set, and the NWPU-RESISC45 data set) compared with millions of labeled images available in natural image data sets (e.g., ImageNet, OpenImage, and Places365), and thus, it is hard to train a CNN model from scratch for remote sensing scene classification.

Although fine-tuning the pretrained CNN models can lead to an acceptable performance in remote sensing scene classification, this strategy also has some limitations. Specifically, pretrained CNN models are learned on data sets of a relatively small and fixed size (e.g., 224 × 224 pixels in AlexNet [44]) due to the matrix operations performed in the fully connected layers (FCLs), and thus, it is required that the input images to be processed have the same size as the images used for pretraining when the pretrained CNN models are fine-tuned. On the other hand, remote sensing images usually have higher sizes than the maximum ones allowed by pretrained CNN models. For example, in the widely used Aerial Image remote sensing scene data set [4], each image has a size of 600 × 600 pixels, which is much higher than the maximum image size allowed by AlexNet, i.e., 224 × 224 pixels. A common strategy to address this limitation is to resize the original image (e.g., from 600 × 600 to 224 × 224 pixels, as shown in Fig. 1) [45], [46]. However, some key information in the original image is inevitably lost during the preprocessing [notice the area marked with a red rectangle in Fig. 1(a) and (b)].

To address the aforementioned problems, in this paper, we develop a new scale-free CNN (SF-CNN) architecture that can process remotely sensed images of arbitrary size, retaining the strong FE ability of pretrained CNN models. As it is the case with most pretrained CNN models, our proposed approach consists of two main parts: the convolutional layers and the FCLs. However, as opposed to traditional methods, in which the FCLs have a restriction that the sizes of the input image should be the same as those in the pretrained model, our SF-CNN addresses this issue by performing a convolution strategy on the FCLs while still efficiently extracting discriminative and highly representative features from the input images in a sliding-window manner. Furthermore, our newly developed SF-CNN adds a global average pooling (GAP) layer.
after the final convolutional layer, mapping the input images of arbitrary size to feature maps of fixed size. The final output from the pooling layer is fed to the FCL and a softmax layer to obtain the final probability of each category. Our experimental results demonstrate that the proposed method can indeed fully utilize the remotely sensed images available (regardless of their size) and outperform the baseline methods and some state-of-the-art approaches on several publicly available benchmark data sets.

The remainder of this paper is organized as follows. Section II reviews some related works. Section III introduces the proposed SF-CNN. Section IV shows our experimental results conducted on several publicly available benchmark data sets. Section V concludes this paper with some remarks and hints at plausible future research lines.

II. RELATED WORKS

A. Structure of the CNN Model

With the rapid development of CNNs in the classification of natural images, many pretrained CNN models are now publicly available (e.g., AlexNet [44], GoogleNet [47], and VGGNet [48]). Generally, the most representative and discriminative features are captured by convolutional layers and FCLs. In this section, the mechanisms of these two types of layers are described in detail.

1) Convolutional Layer: The CNN model contains a group of cascaded convolutional layers, each comprising a set of convolutional kernels (also called filters), which are used to convolve the input data and then produce different kinds of output data. Let \( X_i = \{x_{1,1,1,1}, \ldots, x_{w,h,c,i}\} \) where \( W \) represents the width, \( H \) the height, and \( C \) represents the channel—be the input pattern in the \( i \)th convolutional layer. Let us also assume that there are a total of \( J \) kernels in the \( J \)th convolutional layer and that the size of each kernel is \( K \times K \times C \), where \( K \) represents the width and height and \( C \) is the channel of each kernel. Let \( W_{ji} = \{w_{1,1,1,j,i}, \ldots, w_{k,k,c,j,i}\} \) with \( 1 \leq j \leq J, 1 \leq k \leq K \) be the \( j \)th kernel in the \( i \)th layer. The output of this convolutional layer \( Y_{ji} = \{y_{1,1,1,j,i}, \ldots, y_{w,h,c,i}\} \) can be obtained by

\[
Y_{ji} = X_i \otimes W_{ji}
\]

(1)

where \( Y_i = \{Y_{i,j,i}, \ldots, Y_{j,i}\} \) is the output of this layer and \( \otimes \) is the convolutional operation. Without padding, this operation is denoted as

\[
Y_{w,h,j,i} = \sum_{m=1}^{W} \sum_{n=1}^{H} \sum_{c=1}^{C} w_{m,n,c,j,i} x_{W+m-1,h+n-1,c,i}
\]

(2)

The mapping in (1) can also be defined as \( Y_i = f(X_i) \). When a CNN model is fine-tuned, and despite the fact that the size of \( W_{ji} = \{W_{j,i}, \ldots, W_{j,i}\} \) is fixed, the size of \( X_i \) is arbitrary. In conclusion, the mapping in (1) is not limited by the size of the input data.

2) Fully Connected Layer: Several FCLs follow the design of the final convolutional layer in the CNN model. The \( \text{th} \) FCL has a mapping matrix \( S_i = \{s_{1,1,1,1}, \ldots, s_{m,n,t,1}, \ldots, s_{M,N,t,1}\} \) of size \( M \times N \). It fully connects all the output data in the previous layer and maps the data to a new vector \( Z_t = \{z_{1,1,1}, \ldots, z_{n,t,1}\} \) with size \( 1 \times N \). Specifically, the output of the previous layer, which is also the input of the \( \text{th} \) layer, needs to be reshaped to \( A_t = \{a_{1,1,1}, \ldots, a_{m,n,t}, \ldots, a_{M,N,t}\} \) of size \( 1 \times M \). In the addition, the output from a convolutional layer can be represented as \( X_i = \{x_{1,1,1,1}, \ldots, x_{w,h,c,i}, \ldots, x_{W,H,C,i}\} \), where \( M = W \times H \times C \). The relationship between \( A_t \) and \( X_i \) can be represented as \( A_t = \phi(X_i) \). The above-mentioned relationship can be denoted as

\[
Z_t = A_t S_t
\]

(3)

where each \( z_{n,t} \) of \( Z_t \) can be obtained by

\[
z_{n,t} = \sum_{m=1}^{M} a_{m,n,t} s_{m,n,t}
\]

(4)

In a transfer learning task, the FCLs in the pretrained model are essential to achieve high performance [49]. During the fine-tuning process of the CNN model, the size of \( S_t = (M \times N) \) is fixed, so that the size of \( A_t \) should match this size. This imposes a limitation that the input images should have a fixed size. In addition, the CNN model used for classification purposes must use an FCL to generate the final label.

B. CNN-Based Scene Classification

CNNs exhibit powerful generalization ability and very good performance on natural image classification problems [50]. The great success of the CNN model is partly due to the huge amount of labeled training data sets available (e.g., the ImageNet, Openimage, and Places365 data sets have millions of labeled images). Recently, the CNN model has also been extended to remote sensing scene classification [51]–[54]. Since the number of labeled remote sensing images is still limited (e.g., the widely used Aerial Image data set only contains 10000 labeled samples [4]), CNN models cannot be trained from scratch using these data sets. A popular strategy to alleviate this limitation is to adopt a transfer learning method, which utilizes the available remotely sensed images to fine-tune some CNN models (e.g., AlexNet, GoogleNet, or VGGNet) that have been already pretrained on some large-scale data set. Generally, fine-tuning of a pretrained CNN model takes advantage of the pretrained convolutional layers and FCLs to adapt the architecture to new classification tasks. This strategy has been shown to be effective for remote sensing scene classification purposes [34]–[42], [45].

III. SCALE-FREE CONVOLUTIONAL NEURAL NETWORK

Although fine-tuning CNNs can achieve the state-of-the-art scene classification performance in remote sensing problems, all available pretrained CNN models need to resize the input remotely sensed scene into a (lower) fixed size and thus inevitably discard some key information in the scene, which eventually deteriorates the scene recognition task. As described in Section II, this limitation results from the use of FCL matrices of fixed size, including the FCL matrix used to obtain the final label. In other words, the size of the input images must always match the size of the FCLs due to these...
matrix operations. In order to address this limitation and allow the input scenes to be of arbitrary size, we introduce a new SF-CNN in this section. Note that our method does not reduce the powerful FE ability of pretrained CNN models, since we have used an equivalent structure in our newly proposed architecture, as described in the following.

A. Architecture of the SF-CNN

Fig. 2(b) shows the architecture of the proposed SF-CNN, in which the parameters of the convolutional layer are directly transferred from a pretrained CNN model on ImageNet. Specifically, the proposed SF-CNN contains two main components: 1) FCLs’ convolution and 2) extra GAP layer. With these two components, the proposed SF-CNN allows the input remote sensing scenes to be of arbitrary size. Note that the first component is crucial to retain the ability of the pretrained CNN model to extract effective features for scene classification. The second component matches the input data of the FCL to the size of the FCL needed to obtain the final label. In the following, these two key components (and the optimization process of our newly developed SF-CNN) are described in detail.

1) FCLs’ Convolution: As described in Section II-A2, although FCLs are very important for transfer learning, they require that the input images have a fixed size. Generally, the data streams flowing into the FCLs can be divided into two main categories. The first one is the output of a convolutional layer $X_t = \{x_{l,1,i}, \ldots, x_{w,h,c,i}, \ldots, x_{W,H,C,i}\}$, which is vectorized as $A_t = \{a_{l,1,i}, \ldots, a_{m,1,i}, \ldots, a_{M,1,i}\}$ before feeding it into the $t$th FCL by regularization, denoted by $A_t = \varphi(X_t)$. The second one is the output of the other FCL $Z_t = \{z_{l,1,i}, \ldots, z_{n,1,i}, \ldots, z_{N,1,i}\}$. In the $t$th FCL, the input data $A_t = \{a_{l,1,i}, \ldots, a_{m,1,i}, \ldots, a_{M,1,i}\}$ are linearly mapped to a vector $Z_t = \{z_{l,1,i}, \ldots, z_{n,1,i}, \ldots, z_{N,1,i}\}$ by a mapping matrix $S_t = \{s_{l,1,i}, \ldots, s_{m,1,i}, \ldots, s_{M,1,i}\}$. The size of the input images must be fixed during the fine-tuning of a pretrained CNN model due to the mapping matrix $S_t$, which is of fixed size. Therefore, the remotely sensed scenes used to fine-tune CNN models normally need to be resized, which may discard key information in the scenes. However, as mentioned in Section II-A1, input images with arbitrary size can now be directly fed into the convolutional layers in a transfer learning task. In other words, the convolutional layers have no limitation regarding the size of the input images. Hence, it is effective to modify the FCLs to match the convolutional layers [55] so that the remote sensing scenes with arbitrary size can be directly fed into the pretrained CNN model. A feasible strategy is FCLs’ convolution, achieved by converting the mapping matrix to
the convolutional kernels. The FCLs’ convolution not only efficiently extracts features from the input data but also eliminates the limitation that the input data need to have a fixed size. Here, to this end, the $n$th column of the mapping matrix $S_{n,t} = \{s_{1,n,t}, \ldots, s_{m,n,t}, \ldots, s_{M,n,t}\}$ is converted into the $n$th convolutional kernel $W_{n,i} = \{w_{1,1,1,n,i}, \ldots, w_{W,h,c,n,i}, \ldots, w_{W,1,1,C,n,i}\}$ by a mapping regulation $\phi(W_{n,i})$. On the one hand, the original input data from the convolutional layer $X_{i} = \{x_{1,1,1,i}, \ldots, x_{W,h,c,i}, \ldots, x_{1,1,C,i}\}$ are directly fed into this FCL, and $C$ of $W_{n,i}$ is regarded as the $C$ of $X_{i}$.

On the other hand, when the original input data come from the FCL $A_{i} = \{a_{1,t}, \ldots, a_{m,t}, \ldots, a_{M,t}\}$, the width and height of the input data can be regarded as $X_{i} = \{x_{1,1,1,i}, \ldots, x_{W,h,c,i}, \ldots, x_{1,1,C,i}\}$, and $W$ and $H$ of $W_{n,i}$ are all set to 1 $W_{i} = \{w_{1,1,1,n,i}, \ldots, w_{1,1,C,n,i}, \ldots, w_{1,1,C,n,i}\}$. In this context, $C$ of $X_{i}$ is equal to $M$ of $A_{i}$. As a matter of fact, the FCL can be regarded as a special kind of convolutional layer, where the size of the convolutional kernels equals the size of the input data. The equivalence of this transformation process is demonstrated in Section III-A2.

2) Global Average Pooling Layer: The GAP layer has been used by some available CNN architectures to reduce the model size and address overfitting issues [56], [57]. Compared with the global max pooling (GMP), the GAP is more suitable for classification tasks [58], [59], especially for scene classification tasks, where some categories (e.g., center and school) require global information to classify. By contrast, the GMP is suitable for object localization tasks [60], [61] due to its robustness to the local spatial variation [62]–[64]. Our method incorporates a GAP layer right after the final convolutional layer. Specifically, the size of the input data $X_{i} = \{x_{1,1,1,i}, \ldots, x_{W,h,c,i}, \ldots, x_{W,H,C,i}\}$ in the $i$th layer is $W \times H \times C$, and the size of the output data $G_{i} = \{g_{1,i}, \ldots, g_{c,i}, \ldots, g_{C,i}\}$ in the $i$th layer is $1 \times C$. The operation conducted by the GAP layer is given by

$$g_{c,i} = \frac{\sum_{h=1}^{H} \sum_{w=1}^{W} x_{w,h,c,i}}{W \times H}.$$  

This operation is used to obtain the average value of each channel, so that the arbitrary size of the output data is only related to the number of channels, which depends on the value of $j$ in the last convolutional layer.

3) Optimization: The output of the final FCL $Z_{t} = \{z_{1,t}, \ldots, z_{n,t}, \ldots, z_{N,t}\}$ is fed to the softmax layer in order to obtain the probability of each image belonging to each class. This probability is denoted as follows [65]:

$$P_{k} = \frac{e^{c_{k,t}}}{\sum_{n=1}^{N} e^{c_{n,t}}}, \quad k = 1, \ldots, n, \ldots, N$$  

where $N$ is the number of classes and $P = \{P_{1}, \ldots, P_{k}, \ldots, P_{N}\}^{T}$. Then, the class with the maximal probability is used as the estimated label $\delta_{t}$ for each image. Based on the estimated labels, the loss function $L_{f}$ can be obtained via a combination of logistic loss and an additional weight decay term for regularization

$$min_{\theta} = \min_{\theta} \left( -\sum_{\text{batch}} \theta \cdot \log(P) + \lambda \left( \|W^{(c)}\|^{2}_{F} + \|S^{(c)}\|^{2}_{F} \right) \right)$$  

where $\theta$ represents a vector that uses 1 as a true label and 0 otherwise, the $W^{(c)}$ represents the set of all parameters in the convolutional layers, the $S^{(c)}$ represents the set of all parameters in the FCLs, and $\lambda$ is the weight decay coefficient of the SF-CNN. To minimize the loss function $L_{f}$, the backward propagation algorithm [66] is adopted to update the aforementioned parameters $W^{(c)}$ and $S^{(c)}$. Specifically, it propagates the predicted error from the last layer to the first one and modifies the parameters according to the gradient of the propagated error at each layer. In general, the stochastic gradient descent (SGD) algorithm is applied to achieve this goal. Table I summarizes the hyperparameters used for optimization. Note that the batch size of VGGNet is set to 50 due to the limitations in the memory of the graphical processing unit (GPU) used for implementing our approach.

### Table I

<table>
<thead>
<tr>
<th>Models</th>
<th>Iterations</th>
<th>Batch sizes</th>
<th>Learning rates (convolutional layer)</th>
<th>Learning rates (FCL)</th>
<th>Weight decay</th>
<th>Momentum</th>
<th>Optimization algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet</td>
<td>15000</td>
<td>128</td>
<td>0.001</td>
<td>0.01</td>
<td>0.0005</td>
<td>0.9</td>
<td>Nesterov</td>
</tr>
<tr>
<td>GoogleNet</td>
<td>15000</td>
<td>128</td>
<td>0.001</td>
<td>0.01</td>
<td>0.0005</td>
<td>0.9</td>
<td>Nesterov</td>
</tr>
<tr>
<td>VGGNet</td>
<td>15000</td>
<td>50</td>
<td>0.001</td>
<td>0.01</td>
<td>0.0005</td>
<td>0.9</td>
<td>Nesterov</td>
</tr>
</tbody>
</table>
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convolution transformation can be denoted as

\[ Y_i = \psi(A_i) \otimes \left[ \psi(S_{1,i}), \ldots, \psi(S_{n,i}), \ldots, \psi(S_{N,i}) \right] \]  
\[ Y_i = [X_i \otimes W_{1,i}, \ldots, X_i \otimes W_{n,i}, \ldots, X_i \otimes W_{N,i}] \]  
\[ Y_{n,i} = [Y_{1,i}, \ldots, Y_{n,i}, \ldots, Y_{N,i}] \]  

(9)  
(10)  
(11)

On the one hand, when the sizes of \(X_i\) and \(W_{n,i}\) are the same, the number of elements in \(Y_{n,i}\) is 1, which means that \(W\) and \(H\) of \(Y_{n,i}\) are 1. From (2), (11) can be obtained by

\[ Y_{n,i} = \frac{\partial}{\partial Y_i} \]  
\[ Y_i = \frac{\partial}{\partial S_t} \]  
\[ S_t = S_t - \alpha \frac{\partial L_f}{\partial S_t} \]  

(12)  
(13)  
(14)

From (14), no changes are found in the output after the FCLs’ convolution, which indicates that this operation retains its ability to extract discriminative features.

2) Equivalence Proof on the Backpropagation Phase: Because of the existing equivalence between \(Y_i\) and \(Z_t\) [from (14)], to make the process more concise, the mappings between \(P\) and the output \(Y_i\) or \(Z_t\) are defined as

\[ P = F(Y_i) \]  
\[ P = F(Z_t) \]  

(15)  
(16)

During the backpropagation process, \(S_t\) is updated by

\[ S_t = S_t - \alpha \frac{\partial L_f}{\partial S_t} \]  

(17)

From (3), (6), and (7), \(\frac{\partial L_f}{\partial S_t}\) of (17) can be solved as

\[ \frac{\partial L_f}{\partial S_t} = -\frac{\partial}{\partial Y_i} \sum_{c=1}^{C} \sum_{h=1}^{H} \sum_{w=1}^{W} w_{w,h,c,n,i} \]  
\[ \frac{\partial L_f}{\partial S_t} = -\frac{\partial}{\partial P} \sum_{c=1}^{C} \sum_{h=1}^{H} \sum_{w=1}^{W} \]  
\[ \frac{\partial L_f}{\partial S_t} = -\frac{\partial}{\partial P} \sum_{c=1}^{C} \sum_{h=1}^{H} \sum_{w=1}^{W} w_{w,h,c,n,i} \]  

(18)  
(19)  
(20)

After the convolution transformation, the optimization is now denoted as follows:

\[ W_i = W_i - \alpha \frac{\partial L_f}{\partial W_i} \]  

(23)

From (1), (2), (6), (7), (11), and (12), \((\partial L_f/\partial W_i)\) of (23) can be solved as

\[ \frac{\partial L_f}{\partial W_i} = -\frac{\partial}{\partial P} \sum_{c=1}^{C} \sum_{h=1}^{H} \sum_{w=1}^{W} w_{w,h,c,n,i} \]  
\[ \frac{\partial L_f}{\partial W_i} = -\frac{\partial}{\partial P} \sum_{c=1}^{C} \sum_{h=1}^{H} \sum_{w=1}^{W} w_{w,h,c,n,i} \]  
\[ \frac{\partial L_f}{\partial W_i} = -\frac{\partial}{\partial P} \sum_{c=1}^{C} \sum_{h=1}^{H} \sum_{w=1}^{W} w_{w,h,c,n,i} \]  

(24)  
(25)  
(26)

Since \(W_i = \psi(S_i)\), \(X_i = \psi(A_i)\) and \(\psi\) is a linear mapping with a coefficient of 1 and a bias of 0, relationship between the \(w_{w,h,c,n,i}\), \(x_{w,h,c,i}\), \(s_{m,n,i}\), and \(a_{m,t}\) is denoted as

\[ \forall s_{m,n,i}, \exists w_{w,h,c,n,i} = s_{m,n,i} \text{ and } a_{m,t} = x_{w,h,c,i} \]  

(27)

From (14)–(16), this expression can be solved as

\[ F'(Z_t) = F'(Y_i) \]  

(28)

Therefore, we conclude that (22) and (28) are equivalent. Based on the aforementioned description, the convolution transformation is indeed equivalent during the backpropagation phase.

IV. EXPERIMENTAL RESULTS

A. Data Sets’ Description

To validate the effectiveness of our newly developed SF-CNN model, we perform a set of comprehensive experiments on three publicly available benchmark remote sensing scene data sets that are the UC Merced Land-Use data set [43], the Aerial Image data set [4], and the NWPU-RESISC45 data set [5].

1) The UC Merced Land-Use data set consists of 2100 images divided into 21 land-use classes, including agricultural, airplane, baseball diamond, beach, buildings, chaparral, dense residential, forest, freeway, golf course, harbor, intersection, medium residential,
mobile home park, overpass, parking lot, river, runway, sparse residential, storage tanks, and tennis courts. Each class contains 100 aerial images with $256 \times 256$ pixels, and each pixel has a spatial resolution of 0.3 m in the red–green–blue (RGB) color space. Fig. 3 shows some examples of scenes in the UC Merced Land-Use data set which are easily misclassified.

2) The Aerial Image data set consists of 10 000 images divided into 30 scene classes, including airport, bare land, baseball field, beach, bridge, center, church, commercial, dense residential, desert, farmland, forest, industrial, meadow, medium residential, mountain, park, parking, playground, pond, port, railway station, resort, river, school, sparse residential, square, stadium, storage tanks, and viaduct. Each class contains hundreds of aerial images (from 220 to 420) with $600 \times 600$ pixels in the RGB color space. The spatial resolution of these image ranges from 8 to 0.5 m/pixel. Fig. 4 shows some examples of the Aerial Image data set. As it can be seen in Fig. 4, some classes exhibit a very high interclass similarity (e.g., bare land and desert), which is the main difficulty for the classification of scenes in this data set.

3) The NWPU-RESISC45 data set consists of 31 500 images divided into 45 classes, including airplane, airport, baseball diamond, basketball court, beach, bridge, chaparral, church, circular farmland, cloud, commercial area, dense residential, desert, forest, freeway, golf course, ground track field, harbor, industrial area, intersection, island, lake, meadow, medium residential, mobile home park, mountain, overpass, palace, parking lot, railway, railway station, rectangular farmland, river, roundabout, runway, sea ice, ship, snowberg, sparse residential, stadium, storage tank, tennis court, terrace, thermal power station, and wetland. Each class contains 700 images with spatial resolution ranging from about 30 to 0.2 m/pixel and a size of $256 \times 256$ pixels in the RGB color space. This is one of the largest remote sensing scene data sets in terms of the number of images and the categories, which leads to larger intraclass differences and higher interclass similarities than the ones observed in the two aforementioned data sets. Some examples are given in Fig. 5.

B. Experimental Setup

For the UC Merced Land-Use data set, a training proportion of 80% (Pr = 80%) randomly selected samples is considered for training, and the remaining 20% of the labeled samples are used for testing. For the Aerial Image data set, the considered training proportions are Pr = 20% and Pr = 50%. For the NWPU-RESISC45 data set, the considered training proportions are Pr = 10% and Pr = 20%. These proportions
have been selected in accordance with the previous studies in the literature, in order to facilitate our comparisons with state-of-the-art approaches.

To evaluate the results of the proposed SF-CNN for scene classification, the average accuracy (AA), the Kappa coefficient (Kappa), the overall accuracy (OA), and the confusion matrix are adopted as evaluation metrics in the following experiments. Three classic pretrained CNN models (i.e., AlexNet, GoogleNet, or VGGNet) are utilized to analyze the generalization ability of our proposed framework on the three publicly available remote sensing scene data sets. The pretrained FCLs of these CNN models are convolutionalized, and a large-margin Gaussian mixture loss is added to obtain more representative and discriminative features [67]. In addition, all our experimental results are obtained as the average of ten repeated experiments using different, randomly selected training samples. Our experiments are conducted on a PC with CPU i7-7700K, 16 GB of RAM, and a GPU (GTX 1080 Ti).

C. Benefits of Using Input Images With Different Sizes

To illustrate that the exploitation of remotely sensed images without any limitations regarding their size can significantly enhance the classification accuracies obtained by the proposed SF-CNN model, in this experiment, we consider input images with different sizes. We take the images in the Aerial Image data set as a baseline due to their original size of $600 \times 600$ pixels. These images are resized to $224 \times 224$, $256 \times 256$, $300 \times 300$, $400 \times 400$, and $500 \times 500$ pixels. Note that, due to the memory limitations of the GPU (GTX 1080 Ti) used in our experiments, the SF-CNN models pretrained with GoogleNet and VGGNet are only resized to $224 \times 224$, $256 \times 256$, $300 \times 300$, and $400 \times 400$ pixels, with the batch sizes of 128 and 50, respectively. As it can be easily observed from Fig. 6, the proposed SF-CNN models with pretrained AlexNet, GoogleNet, and VGGNet exhibit better classification accuracies when remote sensing images with larger size are fed to the networks. In addition, Table II shows that the size of the input images has a more significant impact on the classification accuracy achieved by the SF-CNN on AlexNet, which suggests that the AlexNet is more sensitive to the size of the input images. Specifically, from Table II, the accuracies obtained on the VGGNet in the categories, school (73.54–84.94 increase with Pr = 20%) and center (92.31–97.75 increase Pr = 50%), show significant improvements. Moreover, since the SF-CNN model based on VGGNet extracts more representative features than the other two considered models, it also exhibits the highest classification accuracy among the three considered models.

D. Comparisons With Other Methods

The proposed SF-CNN is expected to take better advantage of input images with larger spatial resolution. In this section, we compare the proposed approach with the baseline model and also with some pretrained CNN models already available in the literature [37], [38], which consider input images of fixed size. In [38], two metric functions are adopted in a new discriminative CNN (D-CNN) model to handle the problems of interclass similarity and intraclass diversity in remote sensing scene classification, but the images considered in the study must be artificially selected as a group of input data.
In [37], a covariance-based multilayer fusion strategy (MSCP) is proposed to exploit the highly correlated and complementary information from different layers using a multiresolution analysis (MRA) to enhance the obtained results (we will refer to this technique hereinafter as MSCP+MRA). All the results obtained after our detailed comparison (including OAs and standard deviations) are presented in Tables III–V, where we can observe that the use of remote sensing images with higher resolution helps the proposed SF-CNN model to outperform the previously developed methods for scene classification.

### TABLE II

**Classification Performance of the Proposed Method Obtained by Using Input Images With Different Sizes**

<table>
<thead>
<tr>
<th>Models</th>
<th>Pr=20%</th>
<th>Pr=50%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AlexNet</td>
<td>GoogleNet</td>
</tr>
<tr>
<td>Size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small</td>
<td>200</td>
<td>600</td>
</tr>
<tr>
<td>Medium</td>
<td>94.72</td>
<td>95.10</td>
</tr>
<tr>
<td>Large</td>
<td>97.75</td>
<td>97.12</td>
</tr>
</tbody>
</table>

In [37], a covariance-based multilayer fusion strategy (MSCP) is proposed to exploit the highly correlated and complementary information from different layers using a multiresolution analysis (MRA) to enhance the obtained results (we will refer to this technique hereinafter as MSCP+MRA). All the results obtained after our detailed comparison (including OAs and standard deviations) are presented in Tables III–V, where we can observe that the use of remote sensing images with higher resolution helps the proposed SF-CNN model to outperform the previously developed methods for scene classification.

### TABLE III

**Classification Performance Obtained by Different Methods on the UC Merced Land-Use Data Set**

<table>
<thead>
<tr>
<th>Methods</th>
<th>OA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>77.71</td>
</tr>
<tr>
<td>D-CNN with AlexNet</td>
<td>96.67±0.10</td>
</tr>
<tr>
<td>MSCP+MRA with AlexNet</td>
<td>97.32±0.52</td>
</tr>
<tr>
<td>SF-CNN with AlexNet</td>
<td>96.98±0.24</td>
</tr>
<tr>
<td>D-CNN with GoogleNet</td>
<td>97.07±0.12</td>
</tr>
<tr>
<td>SF-CNN with GoogleNet</td>
<td>98.10±0.25</td>
</tr>
<tr>
<td>D-CNN with VGGNet</td>
<td>98.93±0.10</td>
</tr>
<tr>
<td>MSCP+MRA with VGGNet</td>
<td>98.40±0.34</td>
</tr>
<tr>
<td>SF-CNN with VGGNet</td>
<td>99.05±0.27</td>
</tr>
</tbody>
</table>

![Fig. 7. Confusion matrix for the UC Merced Land-Use data set using the proposed SF-CNN pretrained with VGGNet (Pr = 80%).](image)

1) **Experiment 1: UC Merced Land-Use Data Set**: First, we perform an experiment with the UC Merced Land-Use data set. As it can be observed from Table III, fine-tuning pretrained CNN models offers a practical strategy for the classification of small data sets. The proposed SF-CNN achieves the highest classification performance with OA superior to 99%. Furthermore, all the samples in 17 categories are classified correctly. As it can be observed in Fig. 7, there are four categories that
are misclassified (i.e., buildings is misclassified as dense residential, dense residential is misclassified as medium residential, mobile home park is misclassified as medium residential, and sparse residential is misclassified as forest), with the test errors that all equal to 0.05. Note that the number of test samples for each category is 20 in the UCM21 data set. Thus, actually, only one sample \((20 \times 0.05 = 1)\) is misclassified for each of the four categories, and four samples in total are misclassified for the whole test data set.

2) Experiment 2: Aerial Image Data Set: Our second experiment is performed on the Aerial Image data set. Table IV shows the OAs and standard deviations obtained by three different pretrained models. In this case, we can observe that the use of additional training samples is quite helpful for improving the classification accuracies in each pretrained model. In this case, when \(Pr = 20\%\), our SF-CNN obtains the state-of-the-art results, with OA above 91\% on the AlexNet and GoogleNet and OA above 93\% on the VGGNet. In addition, the use of images with higher spatial resolution greatly improves the classification accuracies, especially under limited training samples. Fig. 8 shows that the following classes, resort, school, and square, are easily misclassified, which is due to the high interclass similarities exhibited by those classes. It should be noted that these images are also difficult to label for humans. Although the classification performance of the D-CNN based on VGGNet is better than the one achieved by the proposed method, the D-CNN needs to select image pairs as the input manually, which can be very time-consuming. In our SF-CNN, the sequence of training samples is just randomly shuffled.
3) Experiment 3: NWPU-RESISC45 Data Set: Our third experiment is conducted on the NWPU-RESISC45 data set. As shown in Table V, the best classification performance is obtained by the proposed SF-CNN method, which demonstrates that higher spatial resolution in the input scenes helps the CNN models to extract more discriminative features for scene classification purposes. The proposed method is the only one to obtain an OA above 92% with Pr = 20%. As it can be observed in Fig. 9, some pairs of categories (e.g., church and palace, rectangular farmland and terrace, and lake and wetland) are easy to be confused, as a result of their high interclass similarity. On the other hand, some categories, such as freeway, palace, and thermal power station, are hard to classify, owing to their high interclass diversity. Specifically, the classification accuracy of the palace category is below 75%, which hinders the OA obtained for the NWPU-RESISC45 data set.

V. CONCLUSION

In this paper, a new SF-CNN model has been developed for remotely sensed scene classification purposes. The main advantage of the proposed method is that it allows the input remote sensing images to be of arbitrary sizes and does not require any resizing of such images prior to the processing. This preserves key information in high spatial resolution images, which is greatly beneficial to ultimately achieve better classification performance. Specifically, the proposed method first transfers the FCLs in the pretrained CNN model to convolutional layers and then uses a GAP layer after the final convolutional layer. Our experiments using three classic pretrained CNN models on three publicly available data sets verify the effectiveness of the proposed method when compared with other state-of-the-art approaches.

As with any new approach, there are some unresolved issues that may present challenges over time. In our method, the input images in a minibatch must have the same size. This is expected to be solved by setting the minibatch size to 1 and fine-tuning the pretrained CNN models with batch normalization layers, which is expected to require larger training and testing times that can be dealt with by developments in the GPU technology. Moreover, the lack of a sufficient number of labeled images is one of the biggest obstacles in the domain of scene classification, which can easily lead to the problem of overfitting for some complicated CNN models. In this regard, we are working on a new design of CNN models that will allow the input data to be multistructural, which may be helpful for integrating already available off-the-shelf data sets (and also for the collection of new data sets).
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